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PREFACE

Thank you for purchasing and developing systems using an enhanced

Blackfin® processor from Analog Devices.

Purpose of This Manual

ADSP-BF54x Blackfin Processor Hardware Reference provides architectural
information about the ADSP-BF542, ADSP-BF544, ADSP-BF547,
ADSP-BF548, and ADSP-BF549 processors. This hardware reference pro-
vides architectural information about these processors and the peripherals
contained within the ADSP-BF54x Blackfin packages. The architectural
descriptions cover functional blocks, buses, and ports, including all fea-
tures and processes that they support. For programming information, see
Blackfin Processor Programming Reference. For timing, electrical, and pack-
age specifications, see ADSP-BF542/544/547/548/549 Embedded Processor
Data Sheet.

Infended Audience

The primary audience for this manual is a programmer who is familiar
with Analog Devices processors. The manual assumes the audience has a
working knowledge of the appropriate processor architecture and instruc-
tion set. Programmers who are unfamiliar with Analog Devices processors
can use this manual, but should supplement it with other texts, such as
hardware and programming reference manuals that describe their target
architecture.
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What's New in This Manual

This is Revision 1.1 of the ADSP-BF54x Blackfin Processor Hardware Ref-

erence. This revision corrects minor typographical errors and the following

1ssues:

UART not half-duplex in Chapter 1, “Introduction”

Core priority over DMA when accessing L1 SRAM in Chapter 2,
“Chip Bus Hierarchy”

Range for UNSECURED ECC SPACE in the Public OTP Mem-
ory Map in Chapter 4, “One-Time Programmable Memory”

Internal timing requirement for DDR operation, functionality of
the MDDRENABLE bit, sampling the ARDY pin when it is asserted, and
the sampling edge of the ARE pin in Chapter 5, “External Bus Inter-
face Unit”

Bit settings for the internal and external triggers, EPPIx_FS2W_LVB
register name and note, and description of ITU_TYPE in Chapter 15,
“Enhanced Parallel Peripheral Interface”

SESR location, software implementation of the Advanced Encryp-
tion Standard (AES), and buffer size pointed to by pRoundKeys in
Chapter 16, “Security”

Target address setting by elfloader utility, M0ST pin latching infor-
mation, note on protecting the NAND boot stream, and system
reset code example in Chapter 17, “System Reset and Booting”

Arithmetic operators in PLL block diagram, note on programming
the STOPCK bit, CLKBUF behavior during hibernate, and active polar-
ity of the EXT_WAKE signal in Chapter 18, “Dynamic Power
Management”

Ixxxii
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* Description of ATAPI_PI0_TIM_0 register in Chapter 21, “ATAPI
Interface”

* Dort for enabling /SPISEL3, termination of SPI TX DMA opera-
tions and comments on SPI_CTL register functionality in
Chapter 22, “SPI-Compatible Port Controllers”

4 TWIO_SLAVE_STAT,TWIO_SLAVE_ADDR,TWIO_MASTER_STATO,and
TWIO_MASTER_ADDR register addresses in Chapter 23, “Two-Wire
Interface Controllers”

* Description of multichannel mode operation, behavior on startup
when using an external clock and receiver and transmitter enable
bit names standardized on RSPEN and TSPEN in Chapter 24,
“SPORT Controllers”

* Notes on CAN configuration mode and CAN_GIS and CAN_GIF pro-

gramming, and CANx_GIF registers marked as W1C in Chapter 31,
“CAN Module”

® USB_EP_NI7_RXINTERVAL and.USB_EP_N17_TXCOUNT'regmter
addresses in Appendix A, “System MMR Assignments”

Technical Support

You can reach Analog Devices processors and DSP technical support in
the following ways:

e DPost your questions in the processors and DSP support community
at EngineerZone™:
http://ez.analog.com/community/dsp

e Submit your questions to technical support directly at:
http://www.analog.com/support
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Supported Processors

* E-mail your questions about processors, DSPs, and tools develop-
ment software from CrossCore® Embedded Studio or
VisualDSP++®:

Choose Help > Email Support. This creates an e-mail to
processor.tools.support@analog.com and automatically attaches
your CrossCore Embedded Studio or VisualDSP++ version infor-
mation and license.dat file.

* E-mail your questions about processors and processor applications
to:
processor.support@analog.com or
processor.china@analog.com (Greater China support)

* In the USA only, call 1-800-ANALOGD (1-800-262-5643)

* Contact your Analog Devices sales office or authorized distributor.
Locate one at:
www.analog.com/adi-sales

* Send questions by mail to:
Processors and DSP Technical Support
Analog Devices, Inc.
Three Technology Way
P.O. Box 9106
Norwood, MA 02062-9106
USA

Supported Processors

The name “Blackfin” refers to a family of 16-bit, embedded processors.
Refer to the CCES or VisualDSP++ online help for a complete list of sup-

ported processors.
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Product Information

Product information can be obtained from the Analog Devices Web site

and the CCES or Visual DSP++ online help.

Analog Devices Web Site

The Analog Devices Web site, www.analog.com, provides information
about a broad range of products—analog integrated circuits, amplifiers,
converters, and digital signal processors.

To access a complete technical library for each processor family, go to
http://www.analog.com/processors/technical_library. The manuals
selection opens a list of current manuals related to the product as well as a
link to the previous revisions of the manuals. When locating your manual
title, note a possible errata check mark next to the title that leads to the
current correction report against the manual.

Also note, myAnalog is a free feature of the Analog Devices Web site that
allows customization of a Web page to display only the latest information
about products you are interested in. You can choose to receive weekly
e-mail notifications containing updates to the Web pages that meet your
interests, including documentation errata against all manuals. myAnalog
provides access to books, application notes, data sheets, code examples,
and more.

Visit myAnalog to sign up. If you are a registered user, just log on. Your
user name is your e-mail address.
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Product Information

EngineerZone

EngineerZone is a technical support forum from Analog Devices, Inc. It
allows you direct access to ADI technical support engineers. You can
search FAQs and technical information to get quick answers to your
embedded processing and DSP design questions.

Use EngineerZone to connect with other DSP developers who face similar
design challenges. You can also use this open forum to share knowledge
and collaborate with the ADI support team and your peers. Visit
http://ez.analog.com to sign up.
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Notation Conventions

Text conventions in this manual are identified and described as follows.

Example

Description

Close command
(File menu)

Titles in reference sections indicate the location of an item within the
IDE environment’s menu system (for example, the Close command
appears on the File menu).

{this | that}

Alternative required items in syntax descriptions appear within curly
brackets and separated by vertical bars; read the example as this or
that. One or the other is required.

[this | that]

Optional items in syntax descriptions appear within brackets and sepa-
rated by vertical bars; read the example as an optional this or that.

[this,..] Optional item lists in syntax descriptions appear within brackets delim-
ited by commas and terminated with an ellipsis; read the example as an
optional comma-separated list of this.

.SECTION Commands, directives, keywords, and feature names are in text with
letter gothic font.

filename Non-keyword placeholders appear in text with italic style format.

Note: For correct operation, ...
A Note provides supplementary information on a related topic. In the
online version of this book, the word Note appears instead of this

symbol.

Caution: Incorrect device operation may result if ...

Caution: Device damage may result if ...

A Caution identifies conditions or inappropriate usage of the product

that could lead to undesirable results or product damage. In the online
version of this book, the word Caution appears instead of this symbol.

Warning: Injury to device users may result if ...

A Warning identifies conditions or inappropriate usage of the product
that could lead to conditions that are potentially hazardous for devices
users. In the online version of this book, the word Warning appears
instead of this symbol.
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Register Diagram Conventions

Register diagrams use the following conventions:

The descriptive name of the register appears at the top, followed by
the short form of the name in parentheses.

If the register is read-only (RO), write-1-to-set (W1S), or
write-1-to-clear (W1C), this information appears under the name.
Read/write is the default and is not noted. Additional descriptive
text may follow.

If any bits in the register do not follow the overall read/write con-
vention, this is noted in the bit description after the bit name.

If a bit has a short name, the short name appears first in the bit
description, followed by the long name in parentheses.

The reset value appears in binary in the individual bits and in hexa-
decimal to the right of the register.

Bits marked x have an unknown reset value. Consequently, the
reset value of registers that contain such bits is undefined or depen-
dent on pin values at reset.

Shaded bits are reserved.

To ensure upward compatibility with future implementations,
write back the value that is read for reserved bits in a register,
unless otherwise specified.

Ixxxviii
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The following figure shows an example of these conventions.

Timer Configuration Registers (TIMERx_CONFIG)

15 14 1312 11 10 9 8 7 6 5 4 3 2 1 0
|o|0|o|o|o|o|o|o|o|o|o|o|0|o|0|0|Reset=0x0000

ERR_TYP[1:0] (Error Type) - RO TMODE[1:0] (Timer Mode)

00 - No error. 00 - Reset state - unused.

01 - Counter overflow error. 01 - PWM_OUT mode.

10 - Period register programming error. 10 - WDTH_CAP mode.

11 - Pulse width register programming error. 11 - EXT_CLK mode.
PULSE_HI

EMU_RUN (Emulation Behavior Select) 0 - Negative action pulse.

0 - Timer counter stops during emulation. 1 - Positive action pulse.

1 - Timer counter runs during emulation. L PERIOD_CNT (Period

TOGGLE_HI (PWM_OUT PULSE_HI Toggle Mode)— Count)

0 - The effective state of PULSE_HI 0 - Count to end of width.

is the programmed state. 1 - Count to end of period.

1 - The effective state of PULSE_HI IRQ_ENA (Interrupt

alternates each period. Request Enable)

CLK_SEL (Timer Clock Select) 0 - Interrupt request

This bit must be set to 1, when operat- disable.

ing the PPl in GP Output modes. 1 - Interrupt request enable

0 - Use system clock SCLK for counter. TIN_SEL (Timer Input

1 - Use PWM_CLK to clock counter. L Select)

OUT_DIS (Output Pad Disable) 0 - Sample TMRx pin or

0 - Enable pad in PWM_OUT mode. PF1 pin. )

1 - Disable pad in PWM_OUT mode. 1 - Sample UART RX pin

or PPI_CLK pin.

Figure 1. Register Diagram Example
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1 INTRODUCTION

The ADSP-BF54x processor processors are new members of the Blackfin
processor family that offer significant high performance and low power
while retaining their ease-of-use benefits. The ADSP-BF54x processor
processors are completely pin compatible, differing only in their perfor-
mance and on-chip memory, mitigating many risks associated with new
product development but allowing the possibility to scale up or down
based on specific application demands.

The chapter includes the following sections:
e “Peripherals” on page 1-2
*  “Memory Architecture” on page 1-5
e “DMA Support” on page 1-10
* “External Bus Interface Unit” on page 1-13
e “Ports” on page 1-14
e “Two-Wire Interface” on page 1-15
e “Controller Area Network” on page 1-16
e “Enhanced Parallel Peripheral Interface (EPPI)” on page 1-17
e “SPORT Controllers” on page 1-19
e “Serial Peripheral Interface (SPI) Port” on page 1-20

e “Timers” on page 1-21
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e “UART Ports” on page 1-22

e “USB On-The-Go, Dual-Role Device Controller” on page 1-23
* “ATA/ATAPI-6 Interface” on page 1-24

* “Keypad Interface” on page 1-24

e “Secure Digital (SD)/SDIO Controller” on page 1-25
* “Rotary Counter Interface” on page 1-26

e “Security” on page 1-26

* “Media Transceiver Mac Layer (MXVR)” on page 1-27
* “Real-Time Clock” on page 1-29

e “Watchdog Timer” on page 1-30

e “Clock Signals” on page 1-30

Peripherals

The processor system peripherals include combinations of:
* High-speed USB on-the-go (OTG) with integrated PHY
» SD/SDIO controller
* ATA/ATAPI-6 controller
* Up to four synchronous serial ports (SPORTs)
* Up to three serial peripheral interfaces (SPI-compatible)
* Up to four UARTS, two with automatic hardware flow control

* Up to two CAN (controller area network) 2.0B interfaces
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Up to two TWI (2-Wire interface) controllers
8- or 16-bit asynchronous Host DMA interface

Multiple enhanced parallel peripheral interfaces (EPPI), supporting
ITU-R BT.656 video formats and 18/24-bit LCD connections

Video data compositor/blender

Up to eleven 32-bit timers/counters with PWM support
Real-time clock (RTC) and watchdog timer

Rotary counter with support for rotary encoder

Up to 152 general-purpose I/O (GPIOs)

On-chip PLL capable of 1x to 63x frequency multiplication
Debug/JTAG interface

These peripherals are connected to the core through several high band-
width buses, as shown in Figure 1-1.

All of the peripherals, except for general-purpose I/O, CAN, TWI, RTC,
and timers, are supported by a flexible DMA structure. There are also two
separate memory DMA channels dedicated to data transfers between the
processor’s memory spaces, which include external DDR1 SDRAM and
asynchronous memory. Multiple on-chip buses provide enough band-
width to keep the processor core running even when there is also activity

on all of the on-chip and external peripherals.
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Figure 1-1. ADSP-BF54x processor Processor Block Diagram
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The Blackfin processor architecture structures memory as a single, unified
4G byte address space using 32-bit addresses. All resources, including
internal memory, external memory, and I/O control registers, occupy sep-
arate sections of this common address space. The memory portions of this
address space are arranged in a hierarchical structure to provide a good
cost/performance balance of some very fast, low latency on-chip memory
as cache or SRAM, and larger, lower cost and lower performance off-chip

memory systems. Table 1-1 shows the memory comparison for the

ADSP-BF54x processor processors.

Table 1-1. Memory Configurations

Memory Configurations ADSP-BF54 |ADSP-BF54 |ADSP-BF54 |ADSP-BF54 |ADSP-BF54
(K Bytes) 9 8 7 4 2

L1 Instruction 16 16 16 16 16
SRAM/Cache

L1 Instruction SRAM 48 48 48 48 48
L1 Data SRAM/Cache 32 32 32 32 32
L1 Data SRAM 32 32 32 32 32
L1 Scratchpad SRAM 4 4 4 4 4
L1 ROM! 64 64 64 64 64
L2 128 128 128 64 -
L3 Boot ROM! 4 4 4 4 4
OTP Memory 8 8 8 8 8

1 This ROM is not customer configurable.

ADSP-BF54x Blackfin Processor Hardware Reference
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The L1 memory system is the primary highest performance memory avail-
able to the core. The off-chip memory system, accessed through the
external bus interface unit (EBIU), provides expansion with double-data

SDRAM (DDR1), flash memory, and SRAM, optionally accessing up to
516M bytes of physical memory.

The memory DMA controller provides high bandwidth data movement
capability. It can perform block transfers of code or data between the
internal memory and the external memory spaces.

Certain models of the ADSP-BF54x processor processor also include an
L2 SRAM memory array which provides up to 128K bytes of high speed
SRAM operating at one half the frequency of the core, and slightly longer
latency than the L1 memory banks. The memory other than L1 is a uni-
fied instruction and data memory and can hold any mixture of code and
data required by the system design.

Internal Memory

The processor has several blocks of on-chip memory that provide high
bandwidth access to the core:

e L1 instruction memory, consisting of SRAM and a 4-way set-asso-
ciative cache. This memory is accessed at full processor speed.

* L1 data memory, consisting of SRAM and/or a 2-way set-associa-
tive cache. This memory block is accessed at full processor speed.

e L1 scratchpad RAM, which runs at the same speed as the L1 mem-
ories but is only accessible as data SRAM and cannot be configured
as cache memory.

* L1 instruction ROM, operating at full processor speed. This ROM

is not customer configurable.

1-6
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* L2 SRAM, providing up to 128K bytes of unified instruction and
data memory, operating at one half the frequency of the core.

* 4K boot ROM that can be seen as L3 memory. It operates at full
SCLK rate.

External Memory

Through the external bus interface unit (EBIU) the ADSP-BF54x proces-
sor processors provide glueless connectivity to external 16-bit wide
memories, such as DDR SDRAM, mobile DDR, SRAM, NOR flash,
NAND flash, and FIFO devices. To provide the best performance, the bus
system of the DDR interface is completely separate from the other parallel
interfaces.

The DDR memory controller can gluelessly manage up to two banks of
double-rate synchronous dynamic memory (DDR1 SDRAM). The 16-bit
wide interface operates at SCLK frequency, enabling maximum throughput
of 532 Mbyte/s. The DDR or mobile DDR controller is augmented with a
queuing mechanism that performs efficient bursts onto the DDR. The
controller is an industry standard DDR SDRAM controller with each
bank supporting from 64 Mbit to 512 Mbit device sizes and 4-, 8-, or
16-bit widths. The controller supports up to 512 Mbytes in one bank, but
the total in two banks is limited to 512 Mbytes. Each bank is indepen-
dently programmable and is contiguous with adjacent banks regardless of
the sizes of the different banks or their placement.

Traditional 16-bit asynchronous memories, such as SRAM, EPROM, and
flash devices, can be connected to one of the four 64 Mbyte asynchronous
memory banks, represented by four memory select strobes. Alternatively,
these strobes can function as bank-specific read or write strobes preventing
further glue logic when connecting to asynchronous FIFO devices.
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In addition, the external bus can connect to advanced flash device tech-
nologies, such as:

* Page-mode NOR flash devices
* Synchronous burst-mode NOR flash devices
e NAND flash devices

NAND Flash Controller (NFC)

The ADSP-BF54x processor provides a NAND flash controller (NFC) as
part of the external bus interface. NAND flash devices provide high-den-
sity, low-cost memory. However, NAND flash devices also have long
random access times, invalid blocks, and lower reliability over device life-
times. Because of this, NAND flash is often used for read-only code
storage. In this case, all DSP code can be stored in NAND flash and then
transferred to a faster memory (such as DDR or SRAM) before execution.
Another common use of NAND flash is for storage of multimedia files or
other large data segments. In this case, a software file system may be used
to manage reading and writing of the NAND flash device. The file system
selects memory segments for storage with the goal of avoiding bad blocks
and equally distributing memory accesses across all address locations.
Hardware features of the NFC include:

* Support for page program, page read, and block erase of NAND

flash devices, with accesses aligned to page boundaries

* Error checking and correction (ECC) hardware that facilitates error
detection and correction

* A single 8-bit or 16-bit external bus interface for commands,
addresses and data

* Support for SLC (single-level cell) NAND flash devices unlimited
in size, with page sizes of 256 and 512 bytes. Larger page sizes can
be supported in software

1-8
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* Capability of releasing external bus interface pins during long
accesses

* Support for internal bus requests of 16- or 32-bits

* DMA engine to transfer data between internal memory and

NAND flash device

I/0 Memory Space

Blackfin processors do not define a separate I/O space. All resources are
mapped through the flat 32-bit address space. Control registers for
on-chip I/O devices are mapped into memory-mapped registers (MMRs)
at addresses near the top of the 4G byte address space. These are separated
into two smaller blocks: one contains the control MMRs for all core func-
tions and the other contains the registers needed for setup and control of
the on-chip peripherals outside of the core. The MMRs are accessible only
in supervisor mode. They appear as reserved space to on-chip peripherals.

One-Time-Programmable (OTP) Memory

The ADSP-BF54x processor processor also includes an on-chip OTP
memory array which provides 64K bits of non-volatile memory that can
be programmed by the developer only one time. It includes the array and
logic to support read access and programming. A mechanism for error cor-
rection is provided. Additionally, its pages can be write protected.

The OTP is not part of the Blackfin linear memory map. OTP memory is
not accessed directly using the Blackfin memory map, rather, it is accessed
through four 32-bit wide registers (0TP_DATA3-0) which act as the OTP
memory read/write buffer.

This memory is organized into 512 pages each comprised of 128 bits and
equally separated into two distinct areas with privileged access dependant
upon modes of operation when security features are utilized. Approxi-

mately 400 pages are available for developer use. The remaining 100 pages
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are utilized for page protection bits, error correction, and ADI factory
reserved areas. One area is read/write accessible at all time (public OTP
memory). The second area maintains privileged access and can only be
accessed (read/write) upon entry to secure mode when security features are
utilized (private OTP memory).

All together, OTP memory provides a means to store public keys in public
OTP memory or secrets such as private keys or symmetric keys in private
OTP memory. One page of the public OTP memory is initialized in the
Analog Devices factory with a unique chip ID.

This OTP memory provides a means to store public and private cipher
keys as well as chip, customer, and factory identification data.

DMA Support

ADSP-BF54x processor processors have multiple, independent DMA
channels that support automated data transfers with minimal overhead for
the processor core. DMA transfers can occur between the ADSP-BF54x
processor processor’s internal memories and any of its DMA-capable
peripherals. Additionally, DMA transfers can be accomplished between
any of the DMA-capable peripherals and external devices connected to the
external memory interfaces, including DDR and asynchronous memory
controllers.

While the USB controller and MXVR have their own dedicated DMA
controllers, the other on-chip peripherals are managed by two centralized
DMA controllers, called DMACI1 (32-bit) and DMACO (16-bit). Both
operate in the SCLK domain. Each DMA controller manages twelve inde-
pendent DMA channels. The DMACI controller masters high bandwidth
peripherals over a dedicated 32-bit DMA access bus (DAB32). Similarly,
the DMACO controller masters most of serial interfaces over the 16-bit
DAB16 bus. Individual DMA channels have fixed access priority on the
DAB buses. DMA priority of peripherals is managed by flexible periph-
eral-to-DMA channel assignment.
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All four DMA controllers use the same 32-bit DCB bus to exchange data
with L1 memory. This includes L1 ROM, but excludes scratchpad mem-
ory. Fine granulation of L1 memory and special DMA buffers minimize
potential memory conflicts, if the L1 memory is accessed by the core con-
temporaneously. Similarly, there are dedicated DMA buses between the
DMACI1, DMACO, and USB DMA controllers and the external bus inter-
face unit (EBIU) that arbitrates DMA accesses to external memories and

boot ROM.

The ADSP-BF54x processor processor DMA controllers support both
one-dimensional (1D) and two-dimensional (2D) DMA transfers. DMA
transfer initialization can be implemented from registers or from sets of
parameters called descriptor blocks.

The 2D DMA capability supports arbitrary row and column sizes up to
64K elements by 64K elements, and arbitrary row and column step sizes
up to 32K elements. Furthermore, the column step size can be less than
the row step size, allowing implementation of interleaved data streams.
This feature is especially useful in video applications where data can be
de-interleaved on-the-fly.

Examples of DMA types supported by the ADSP-BF54x processor proces-
sor DMA controller include:

* Asingle, linear buffer that stops upon completion

* A circular, auto-refreshing buffer that interrupts on each full or

fractionally full buffer
* 1D or 2D DMA using a linked list of descriptors

e 2D DMA using an array of descriptors, specifying only the base
DMA address within a common page

In addition to the dedicated peripheral DMA channels, both the DMACI1
and the DMACO controllers feature two memory DMA channel pairs for
transfers between the various memories of the ADSP-BF54x processor
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processor system. This enables transfers of blocks of data between any of
the memories—including external DDR, ROM, SRAM, and flash mem-
ory—with minimal processor intervention. Like peripheral DMAs,
memory DMA transfers can be controlled by a very flexible descrip-
tor-based methodology or by a standard register-based autobuffer
mechanism.

The memory DMA channels of the DMACI controller (MDMA2 and
MDMA3) can be optionally controlled by the external DMA request
input pins. When used in conjunction with the external bus interface unit
(EBIU) this so-called handshaked memory DMA (HMDMA) scheme can
be used to efficiently exchange data with block-buffered or FIFO-style
devices connected externally. Users can select whether the DMA request
pins control the source or the destination side of the memory DMA. It
allows control of the number of data transfers for memory DMA. The
number of transfers per edge is programmable. This feature can be pro-
grammed to allow memory DMA to have an increased priority on the
external bus relative to the core.

Host DMA Interface

The Host DMA port (HOSTDP) facilitates a host device external to the
ADSP-BF54x processor to be a DMA master and transfer data back and
forth. The host device always masters the transactions and the processor is
always a DMA slave device.

The HOSTDP port is enabled through the peripheral access bus. Once
enabled, the DMA is controlled by the external host. The external host
can then program the DMA to send/receive data to any valid internal or
external memory location. The HOSTDP port controller includes the fol-
lowing features:

* Allows an external master to configure DMA read/write data trans-
fers and read port status

* Uses an asynchronous memory protocol for its external interface
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* Allows 8- or 16-bit external data interface to the host device
» Supports half-duplex operation

» Supports little/big endian data transfers

* Acknowledge mode allows flow control on host transactions

e Interrupt mode guarantees a burst of FIFO depth host transactions

External Bus Interface Unit

Through the external bus interface unit (EBIU) the ADSP-BF54x proces-
sor processors provide glueless connectivity to external 16-bit wide
memories, such as DDR SDRAM, SRAM, NOR flash, NAND flash, and
FIFO devices. To provide the best performance, the bus system of the
DDR interface is completely separate from the other parallel interfaces.

DDR SDRAM Controller

The DDR memory controller can gluelessly manage up to two banks of
double-rate synchronous dynamic memory (DDR1 SDRAM). The 16-bit
wide interface operates at SCLK frequency enabling maximum throughput
of 532M byte/s. The DDR controller is augmented with a queuing mech-
anism that performs efficient bursts onto the DDR. The controller is an
industry-standard DDR SDRAM controller.

The maximum size of supported DDR SDRAM is 512M bit (64M byte).
Most of these memory devices can be configured as x4, x8 and x16. With
x16, one memory chip is configured per “external” bank; with x8 config-
ure two chips; and four chips with x4 configuration. Thus with x4
configuration, 64M byte x 4 = 256M byte per external bank can be sup-
ported. ADSP-BF54x processor two external banks provide support for a
maximum of 2 x 256M byte = 512M byte.
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Each bank is independently programmable and is contiguous with adja-
cent banks regardless of the sizes of the different banks or their placement.

Asynchronous Controller

The asynchronous memory controller provides a configurable interface for
up to four separate banks of memory or I/O devices. Each bank can be
independently programmed with different timing parameters. This allows
connection to a wide variety of memory devices, including SRAM, ROM,
and flash EPROM, as well as I/O devices that interface with standard
memory control lines. Each bank occupies a 64M byte window in the pro-
cessor address space, but if not fully populated, these are not made
contiguous by the memory controller. The banks are 16 bits wide, for
interfacing to a range of memories and I/O devices.

Ports

Because of their rich set of peripherals, the ADSP-BF54x processor proces-
sors group the many peripheral signals to ten ports—referred to as Port A
to Port J. Most ports contain 16 pins, a few have less. Many of the associ-
ated pins are shared by multiple signals. The ports function as multiplexer
controls. Every port has its own set of memory-mapped registers to con-
trol port multiplexing and GPIO functionality.

General-Purpose 1/0O (GPIO)

Every pin in Port A to Port J can function as a GPIO pin resulting in a
GPIO pin count of 154. While it is unlikely that all GPIOs will be used in
an application as all pins have multiple functions, the richness of GPIO
functionality guarantees nonrestrictive pin usage. Every pin that is not
used by any function can be configured in GPIO mode on an individual
basis.
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After reset, all pins are in GPIO mode by default. Neither GPIO output
nor input drivers are active by default. Unused pins can be left uncon-
nected. GPIO data and direction control registers provide flexible
write-1-to-set and write-1-to-clear mechanisms so that independent soft-
ware threads do not need to protect against each other because of
expensive read-modify-write operations when accessing the same port.

Two-Wire Interface

The ADSP-BF54x processor processor offers up to two TWI (two-wire

interface) interfaces and is fully compatible with the widely used I°C bus
standard. It is designed with a high level of functionality and is compatible
with multimaster, multislave bus configurations. To preserve processor
bandwidth, the TWI controller can be set up and a transfer initiated with
interrupts only to service FIFO buffer data reads and writes. Proto-
col-related interrupts are optional.

The TWI externally moves 8-bit data while maintaining compliance with
the I2C bus protocol. The Philips I*C Bus Specification version 2.1 covers

many variants of I2C. The TWI controller includes these features:

e Simultaneous master and slave operation on multiple device
systems

* Support for multimaster data arbitration

e 7-bit addressing

* 100K bits/second and 400K bits/second data rates

* General call address support

*  Master clock synchronization and support for clock low extension

* Separate multiple-byte receive and transmit FIFOs
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* Low interrupt rate

¢ Individual override control of data and clock lines in the event of

bus lockup
* Input filter for spike suppression

* Serial camera control bus support as specified in OmniVision Serial
Camera Control Bus (SCCB) Functional Specification version 2.1

Controller Area Network

The ADSP-BF54x processor processor offers up to two CAN controllers
that are communication controllers that implement the controller area
network (CAN) 2.0B (active) protocol. This protocol is an asynchronous
communications protocol used in both industrial and automotive control
systems. The CAN protocol is well suited for control applications due to
its capability to communicate reliably over a network since the protocol
incorporates CRC checking message error tracking, and fault node
confinement.

The ADSP-BF54x processor CAN controllers offer:

* 32 mailboxes (8 receive only, 8 transmit only, 16 configurable for
recelve or transmit)

* Dedicated acceptance masks for each mailbox
* Additional data filtering on first two bytes

* Support for both the standard (11-bit) and extended (29-bit) iden-

tifier (ID) message formats
* Support for remote frames

* Active or passive network support
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e CAN wakeup from hibernation mode (lowest static power con-
sumption mode)

* Interrupts, including: TX complete, RX complete, error, global

The electrical characteristics of each network connection are very demand-
ing so the CAN interface is typically divided into two parts: a controller
and a transceiver. This allows a single controller to support different driv-
ers and CAN networks. The ADSP-BF54x processor CAN module
represents only the controller part of the interface. The controller inter-
face supports connection to 3.3V high speed, fault-tolerant, single-wire
transceivers.

Enhanced Parallel Peripheral Interface
(EPPI)

The ADSP-BF54x processor processor provides multiple enhanced parallel
peripheral interfaces (EPPIs), one 16 bits wide and one 18 bits wide. The
EPPI supports the direct connection to active TFT LCD, parallel A/D and
D/A converters, video encoders and decoders, image sensor module and
other general-purpose peripherals.

The following features are supported in the EPPI module.

e Programmable data length: 8, 10, 12, 14, 16, 18, and 24 bits per
clock

* Bidirectional and half-duplex port
* PPI_CLK can be provided externally or can be generated internally

* Various framed and nonframed operating modes. Frame syncs can
be generated internally or can be supplied by an external device
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Various general-purpose modes with one frame syncs, two frame
syncs, three frame syncs and zero frame sync modes for both
receive and transmit

ITU-656 status word error detection and correction for ITU-656

receive modes
ITU-656 preamble and status word decode

Three different modes for [ITU-656 receive modes: active video
only, vertical blanking only, and entire field mode

Horizontal and vertical windowing for GP 2 and 3 FS modes

Optional packing and unpacking of data to/from 32 bits from/to 8,
16 and 24 bits. If packing/unpacking is enabled, endianness can be
altered to change the order of packing/unpacking of bytes/words

Optional sign extension or zero fill for receive modes

During receive modes, alternate even or odd data sample can be fil-
tered out

Programmable clipping of data values for 8-bit and 16-bit transmit
modes

RGBS888 can be converted to RGB666 or RGB565 for transmit

modes

Various de-interleaving/interleaving modes for receiving/transmit-

ting 4:2:2 YCrCb data
FIFO watermarks and urgent DMA features

Clock gating by an external device asserting the clock gating
control
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SPORT Controllers

The ADSP-BF54x processor processor incorporates up to four dual-chan-
nel synchronous serial ports (SPORTO0, SPORT1, SPORT2, SPORT?3)
for serial and multiprocessor communications. The SPORT's support
these features:

12S capable operation

Bidirectional operation. Each SPORT has two sets of independent
transmit and receive pins, which enable eight channels of IS stereo
audio.

Buffered (eight-deep) transmit and receive ports

Each port has a data register for transferring data words to and
from other processor components and shift registers for shifting
data in and out of the data registers.

Clocking

Each transmit and receive port can either use an external serial
clock or can generate its own in a wide range of frequencies.

Word length

Each SPORT supports serial data words from 3 to 32 bits in
length, transferred in most significant bit first or least significant
bit first format.

Framing

Each transmit and receive port can run with or without frame sync
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signals for each data word. Frame sync signals can be generated
internally or externally, active high or low, and with either of two
pulse widths and early or late frame sync.

e Companding in hardware

Each SPORT can perform A-law or p-law companding according
to ITU recommendation G.711. Companding can be selected on
the transmit and/or receive channel of the SPORT without addi-
tional latencies.

* DMA operations with single-cycle overhead

Each SPORT can automatically receive and transmit multiple buf-
fers of memory data. The processor can link or chain sequences of
DMA transfers between a SPORT and memory.

* Interrupts

Each transmit and receive port generates an interrupt upon com-
pleting the transfer of a data word or after transferring an entire
data buffer or buffers through DMA.

* Multichannel capability

Each SPORT supports 128 channels out of a 1024-channel win-
dow and is compatible with the H.100, H.110, MVIP-90, and
HMVIP standards.

Serial Peripheral Interface (SPI) Port

The ADSP-BF54x processor processor has up to three SPI-compatible
ports that enable the processor to communicate with multiple SPI-com-
patible devices.

1-20 ADSP-BF54x Blackfin Processor Hardware Reference



Infroduction

Each SPI port uses three pins for transferring data: two data pins and a
clock pin. An SPI chip select input pin lets other SPI devices select the
processor, and seven SPI chip select output pins let the processor select
other SPI devices. The SPI select pins are reconfigured, general-purpose
I/O pins. Using these pins, the SPI port provides a full-duplex, synchro-
nous serial interface, which supports both master and slave modes and
multimaster environments.

The SPI port’s baud rate and clock phase/polarities are programmable. It
has an integrated DMA controller, configurable to support either transmit
or receive data streams. The SPI’s DMA controller can only service unidi-
rectional accesses at any given time.

During transfers, the SPI port simultaneously transmits and receives by
serially shifting data in and out of its two serial data lines. The serial clock
line synchronizes the shifting and sampling of data on the two serial data
lines.

Timers

There are up to two timer units in the ADSP-BF54x processor processors.
Depending on the processor, one unit provides eight general-purpose pro-
grammable timers, and the other unit provides three of them. Each timer
has an external pin that can be configured either as a pulse width modula-
tor (PWM) or timer output, as an input to clock the timer, or as a
mechanism for measuring pulse widths and periods of external events.
These timers can be synchronized to an external clock input (to the several
other associated GPIO pins) to an external clock input to the PPI_CLK
input pin, or to the internal SCLK.

The timer units can be used in conjunction with the two UARTSs and the
CAN controllers to measure the width of the pulses in the data stream to
provide a software auto-baud detect function for the respective serial
channels.
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The timers can generate interrupts to the processor core providing peri-
odic events for synchronization, either to the system clock or to a count of
external signals.

In addition to the general-purpose programmable timers, another timer is
also provided by the processor core. This extra timer is clocked by the
internal processor clock and is typically used as a system tick clock for gen-
eration of operating system periodic interrupts.

UART Ports

The ADSP-BF54x processor processor provides four full-duplex universal
asynchronous receiver/transmitter (UART) ports. Each UART port pro-
vides a simplified UART interface to other peripherals or hosts, providing
DMA-supported, asynchronous transfers of serial data. The UART ports
include support for five to eight data bits; one or two stop bits; and none,
even, or odd parity. The UART ports support two modes of operation:

* Programmed I/O

The processor sends or receives data by writing or reading
I/0O-mapped UART registers. The data is double-buffered on both

transmit and receive.

* Direct Memory Access (DMA)

The DMA controller transfers both transmit and receive data. This
reduces the number and frequency of interrupts required to trans-
fer data to and from memory. Each of the two UARTS have two
dedicated DMA channels, one for transmit and one for receive.
These DMA channels have lower priority than most DMA chan-
nels because of their relatively low service rates.
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The baud rate, serial data format, error code generation and status, and
interrupts of the UARTSs can be programmed to support:

* Wide range of bit rates
* Data formats from 7 to 12 bits per frame

* Generation of maskable interrupts to the processor by both trans-
mit and receive operations

In conjunction with the general-purpose timer functions, autobaud detec-
tion is supported.

UART1 and UART?3 feature a pair of UARTXRTS (request to send) and
UARTXCTS (clear to send) signals for hardware flow purposes. The transmit-
ter hardware is automatically prevented from sending further data when
the UARTXCTS input is deasserted. The receiver can automatically deassert
its UARTXTS output when the enhanced receive FIFO exceeds a certain high
water level.

The capabilities of the UART ports are further extended with support for

the Infrared Data Association (IrDA®) Serial Infrared Physical Layer Link
Specification (SIR) protocol.

USB On-The-Go, Dual-Role Device
Controller

The USB OTG controller provides a low-cost connectivity solution for
consumer mobile devices such as cell phones, digital still cameras and
MP3 players, allowing these devices to transfer data using a point-to-point
USB connection without the need for a PC host. The USBDRC module
can operate in a traditional USB peripheral-only mode as well as the host
mode presented in the on-the-go (OTG) supplement to the USB 2.0 spec-
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ification. In host mode, the USB module supports transfers at high-speed
(480 Mbps), full speed (12 Mbps), and low speed (1.5 Mbps) rates.
Peripheral-only mode supports the high and full speed transfer rates.

ATA/ATAPI-6 Interface

The ATA/ATAPI interface connects to CD/DVD and HDD drives and is
ATAPI-6 compliant. The controller implements the peripheral I/O mode,
the multi-DMA mode, and the Ultra DMA mode. The DMA modes
enable faster data transfer and reduced host management. The ATAPI
Controller supports PIO, multi-DMA, and Ultra DMA ATAPI accesses.

Key features include:
* Supports PIO modes 0, 1, 2, 3, 4
* Supports multiword DMA modes 0, 1, 2
* Supports Ultra DMA modes 0, 1, 2, 3, 4, 5 (up to UDMA 100)
* Programmable timing for ATA interface unit

* Supports CompactFlash card using True IDE mode

Keypad Interface

The keypad interface is a 16-pin interface module that is used to detect
the key pressed in a 8-by-8 (maximum) keypad matrix. The size of the
input keypad matrix is programmable. The interface is capable of filtering
the bounce on the input pins, which is common in keypad applications.
The width of the filtered bounce is programmable. The interface module
is capable of generating an interrupt request to the core once it identifies
that any key is pressed.
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The interface supports a press-release-press mode and infrastructure for a
press-hold mode. The former mode identifies a press, a release and
another press of a key as two consecutive presses of the same key. The later

mode checks the input key’s state in periodic intervals to determine the
number of times the same key is meant to be pressed. Key features include:

Supports a maximum of 8-by-8 keypad matrix
Programmable input keypad matrix size
Debounce filter on input signals
Programmable debounce filter width
Press-release/press mode supported
Infrastructure for press-hold mode present
Interrupt on any key pressed capability

Multiple key pressed detection and limited multiple key resolution
capability

Secure Digital (SD)/SDIO Controller

The SD/SDIO controller is a serial interface that stores data at a rate of up
to 10M bytes per second using a 4-bit data line. The interface runs at 25

MHz.

The SD/SDIO controller supports the SD memory mode only. The inter-
face supports all the power modes and performs error checking by CRC.
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Rotary Counter Interface

A 32-bit rotary counter is provided that can sense 2-bit quadrature or
binary codes as typically emitted by industrial drives or manual thumb-
wheels. The counter can also operate in general-purpose up/down count
modes. Then, count direction is either controlled by a level-sensitive input
pin or by two edge detectors.

A third input can provide flexible zero marker support and can alterna-
tively be used to input the push-button signal of thumb wheels. All three
pins have a programmable debouncing circuit.

An internal signal forwarded to the timer unit enables one timer to mea-
sure the intervals between count events. Boundary registers enable
auto-zero operation or simple system warning by interrupts when pro-
grammable count values are exceeded.

Security

The ADSP-BF54x processor Blackfin processor provides security features
(Blackfin Lockbox™ Secure Technology) that enable customer applica-
tions to use secure protocols consisting of code authentication and
execution of code within a secure environment. Implementing secure pro-
tocols on Blackfin processors involve a combination of hardware and
software components. Together these components protect secure memory
spaces and restrict control of security features to authenticated developer
code.

* Blackfin Lockbox Secure Technology incorporates a secure hard-
ware platform for confidentiality and integrity protection of secure
code and data with authenticity maintained by secure software.

* This secure platform provides:

e A secure execution mode
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* Secure storage for on-chip keys
*  On-chip secure ROM
* Secure RAM

* Access to code and data in the secure domain is monitored by the
hardware and any unauthorized access to the secure domain is
prevented.

e The secure ROM code establishes the root of trust for the secure
software in the system.

* The secure RAM provides integrity protection and confidentiality
for authenticated code and data.

* User-defined cipher key(s) and ID(s) and can be securely stored in
the on-chip OTP memory.

* Every processor ships from the ADI factory with a unique chip ID
value stored in publicly accessible OTP memory area.

Media Transceiver Mac Layer (MXVR)

The ADSP-BF54x processor processor provides a media transceiver
(MXVR) MAC layer, allowing the processor to be connected directly to a

MOST®! network through just an FOT or electrical PHY.

The MXVR is fully compatible with the industry-standard standalone
MOST controller devices, supporting 22.579 Mbps or 24.576 Mbps data
transfer. It offers faster lock times, greater jitter immunity, a sophisticated
DMA scheme for data transfers. The high-speed internal interface to the

! MOST is a registered trademark of Standard Microsystems, Corp.
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core and L1 memory allows the full bandwidth of the network to be uti-
lized. The MXVR can operate as either the network master or as a network
slave.

The MXVR supports synchronous data, asynchronous packets, and con-
trol messages using dedicated DMA channels which operate
autonomously from the processor core moving data to and from L1 mem-
ory. Synchronous data is transferred to or from the synchronous data
physical channels on the MOST bus through eight programmable DMA
channels. The synchronous data DMA channels can operate in various
modes including modes which trigger DMA operation when data patterns
are detected in the receive data stream. Furthermore two DMA channels
support asynchronous traffic and another two support control message
traffic.

Interrupts are generated when a user-defined amount of synchronous data
is sent or received by the processor or when asynchronous packets or con-
trol messages have been sent or received.

The MXVR peripheral can wake up the ADSP-BF54x processor processor
from sleep mode when a wakeup preamble is received over the network or
based on any other MXVR interrupt event. Additionally, detection of net-
work activity by the MXVR can be used to wake up the ADSP-BF54x
processor processor from sleep mode or the hibernate state, and wake up
the on-chip internal voltage regulator from a powered-down state. These
features allow the ADSP-BF54x processor to operate in a low-power state
when there is no network activity or when data is not currently being
received or transmitted by the MXVR.

The MXVR clock is provided through a dedicated external crystal or crys-
tal oscillator. The frequency of the external crystal or the crystal oscillator
can be 256Fs, 384Fs, 512Fs, or 1024Fs for Fs = 38 kHz, 44.1 kHz, or

48 kHz. If using a crystal to provide the MXVR clock, use a parallel-reso-
nant, fundamental mode, microprocessor-grade crystal.
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Real-Time Clock

The processor’s real-time clock (RTC) provides a robust set of digital
watch features, including current time, stopwatch, and alarm. The RTC is
clocked by a 32.768 kHz crystal external to the processor. The RTC
peripheral has dedicated power supply pins, so that it can remain powered
up and clocked even when the rest of the processor is in a low-power state.
The RTC provides several programmable interrupt options, including
interrupt per second, minute, hour, or day clock ticks, interrupt on pro-
grammable stopwatch countdown, or interrupt at a programmed alarm
time.

The 32.768 kHz input clock frequency is divided down to a 1 Hz signal
by a prescaler. The counter function of the timer consists of four counters:
a 60 second counter, a 60 minute counter, a 24 hours counter, and a
32768 day counter.

When enabled, the alarm function generates an interrupt when the output
of the timer matches the programmed value in the alarm control register.
There are two alarms. The first alarm is for a time of day. The second
alarm is for a day and time of that day.

The stopwatch function counts down from a programmed value, with one
second resolution. When the stopwatch is enabled and the counter under-
flows, an interrupt is generated.

Like the other peripherals, the RTC can wake up the processor from sleep
mode or deep sleep mode upon generation of any RTC wakeup event. An
RTC wakeup event can also wake up the on-chip internal voltage regula-
tor from a powered-down state.
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Watchdog Timer

The processor includes a 32-bit timer that can be used to implement a
software watchdog function. A software watchdog can improve system
availability by forcing the processor to a known state through generation
of a hardware reset, nonmaskable interrupt (NMI), or general-purpose
interrupt, if the timer expires before being reset by software. The pro-
grammer initializes the count value of the timer, enables the appropriate
interrupt, then enables the timer. Thereafter, the software must reload the
counter before it counts to zero from the programmed value. This protects
the system from remaining in an unknown state where software that
would normally reset the timer has stopped running due to an external
noise condition or software error.

If configured to generate a hardware reset, the watchdog timer resets both
the core and the ADSP-BF54x processor processor peripherals. After a
reset, software can determine if the watchdog was the source of the hard-
ware reset by interrogating a status bit in the watchdog control register.

The timer is clocked by the system clock (SCLK), at a maximum frequency
Of fSCLK'

Clock Signals

The processor can be clocked by an external crystal, a sine wave input, or a
buffered, shaped clock derived from an external clock oscillator.

This external clock connects to the processor’s CLKIN pin. The CLKIN input
cannot be halted, changed, or operated below the specified frequency dur-
ing normal operation. This clock signal should be a TTL-compatible
signal.
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The core clock (CCLK) and system peripheral clock (SCLK) are derived from
the input clock (CLKIN) signal. An on-chip phase-locked loop (PLL) is
capable of multiplying the CLKIN signal by a user-programmable (0.5x to
64x) multiplication factor (bounded by specified minimum and maximum
VCO frequencies). The default multiplier is 8x, but it can be modified by
a software instruction sequence. On-the-fly frequency changes can be
made by simply writing to the PLL_DIV register.

All on-chip peripherals are clocked by the system clock (SCLK). The system
clock frequency is programmable by means of the SSEL[3:0] bits of the
PLL_DIV register.

Dynamic Power Management

The processor provides four operating modes, each with a different perfor-
mance/power profile. In addition, dynamic power management provides
the control functions to dynamically alter the processor core supply volt-
age to further reduce power dissipation. Control of clocking to each of the
peripherals also reduces power consumption.

Full On Mode (Maximum Performance)

In the full on mode, the PLL is enabled, not bypassed, providing the max-
imum operational frequency. This is the normal execution state in which
maximum performance can be achieved. The processor core and all

enabled peripherals run at full speed.

Active Mode (Moderate Dynamic Power Savings)

In the active mode, the PLL is enabled, but bypassed. Because the PLL is
bypassed, the processor’s core clock (CCLK) and system clock (SCLK) run at
the input clock (CLKIN) frequency. DMA access is available to appropri-
ately configured L1 and L2 memories.
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In the active mode, it is possible to disable the PLL through the PLL con-
trol register (PLL_CTL). If disabled, the PLL must be re-enabled before
transitioning to the full on or sleep modes.

Sleep Mode (High Dynamic Power Savings)

The sleep mode reduces dynamic power dissipation by disabling the clock
to the processor core (CCLK). The PLL and system clock (SCLK), however,
continue to operate in this mode. Typically an external event or RTC
activity wakes up the processor. When in the sleep mode, assertion of any
interrupt enabled in the SIC_IWRx registers causes the processor to sense
the value of the bypass bit (BYPASS) in the PLL control register (PLL_CTL).
If bypass is disabled, the processor transitions to the full on mode. If
bypass is enabled, the processor transitions to the active mode.

When in the sleep mode, system DMA access to L1 and memory other
than L1 is not supported.

Deep Sleep Mode (Maximum Dynamic Power
Savings)

The deep sleep mode maximizes dynamic power savings by disabling the
processor core and synchronous system clocks (CCLK and SCLK). Asynchro-
nous systems, such as the RTC, may still be running, but cannot access
internal resources or external memory. This powered-down mode can only
be exited by assertion of the reset interrupt or by an asynchronous inter-
rupt generated by the RTC. When in deep sleep mode, an RTC
asynchronous interrupt causes the processor to transition to the active
mode. Assertion of RESET while in deep sleep mode causes the processor to
transition to the full on mode.
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Hibernate State (Maximum Power Savings)

For lowest possible power dissipation, this state allows the internal supply
(VppINT) to be powered down, while keeping the 1/0 supply (VppgxT)
running. Although not strictly an operating mode like the four modes
detailed above, it is illustrative to view it as such.

Voltage Regulation

The processor provides an on-chip voltage regulator that can generate
internal voltage levels. The voltage regulation circuit figure in the
ADSP-BF542/544/547/548/549 Embedded Processor Data Sheet shows the
typical external components required to complete the power management
system. The regulator controls the internal logic voltage levels and is pro-
grammable with the voltage regulator control register (VR_CTL) in
increments of 50 mV. To reduce standby power consumption, the inter-
nal voltage regulator can be programmed to remove power to the
processor core while keeping I/O power supplied. While in this state,
VppexT can still be applied, eliminating the need for external buffers.

The regulator can also be disabled and bypassed at the user’s discretion.
For more information, see the Voltage Regulator Circuit diagram in

ADSP-BF542/544/547/548/549 Embedded Processor Data Sheet.

Boot Modes

The ADSP-BF54x processor processor has many mechanisms (listed in
Table 1-2) for automatically loading internal and external memory after a
reset. The boot mode is defined by four BMODE input pins dedicated to this
purpose. There are two categories of boot modes, master and slave. In
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master boot mode, the processor actively loads data from parallel or serial
memories. In slave boot mode, the processor receives data from an exter-
nal host device.

Table 1-2. Booting Modes

BMODE [3: 0] |Description

b#0000 Idle—no boot

b#0001 Boot from 8- or 16-bit external flash memory
b#0010 Boot from 16-bit asynchronous FIFO

b#0011 Boot from serial SPI memory (EEPROM or flash)
b#0100 Boot from SPI host device

b#0101 Boot from serial TWI memory (EEPROM/flash)
b#0110 Boot from TWTI host

b#0111 Boot from UART host

b#1000 Reserved

b#1001 Reserved

b#1010 Boot from (DDR) SDRAM

b#1011 Boot from OTP memory

b#1100 Reserved

b#1101 Boot from 8- or 16-bit NAND flash memory via NFC
b#1110 Boot from 16-Bit Host DMA

b#1111 Boot from 8-Bit Host DMA

Instruction Set Description

The ADSP-BF54x processor processor family assembly language instruc-
tion set employs an algebraic syntax designed for ease of coding and
readability. Refer to Blackfin Processor Programming Reference for detailed
information. The instructions have been specifically tuned to provide a
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flexible, densely encoded instruction set that compiles to a very small final
memory size. The instruction set also provides fully featured multifunc-
tion instructions that allow the programmer to use many of the processor
core resources in a single instruction. Coupled with many features more
often seen on micro controllers, this instruction set is very efficient when
compiling C and C++ source code. In addition, the architecture supports
both user (algorithm/application code) and supervisor (O/S kernel, device
drivers, debuggers, ISRs) modes of operation, allowing multiple levels of
access to core resources.

The assembly language, which takes advantage of the processor’s unique
architecture, offers these advantages:

* Embedded 16/32-bit microcontroller features, such as arbitrary bit
and bit field manipulation, insertion, and extraction; integer opera-
tions on 8-, 16-, and 32-bit data types; and separate user and
supervisor stack pointers

e Seamlessly integrated DSP/CPU features optimized for both 8-bit
and 16-bit operations

* A multi-issue load/store modified Harvard architecture, which sup-
ports two 16-bit MAC or four 8-bit ALU + two load/store + two
pointer updates per cycle

e All registers, I/O, and memory-mapped into a unified 4G byte
memory space, providing a simplified programming model

Code density enhancements include intermixing of 16- and 32-bit
instructions with no mode switching or code segregation. Frequently used
instructions are encoded in 16 bits.
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Development Tools

The processor is supported by a complete set of software and hardware
development tools, including Analog Devices” emulators and the Cross-
Core Embedded Studio or VisualDSP++ development environment. (The
emulator hardware that supports other Analog Devices processors also
emulates the processor.)

* Create, compile, assemble, and link application programs written
in C++, C, and assembly

* Load, run, step, halt, and set breakpoints in application programs
* Read and write data and program memory

* Read and write core and peripheral registers

* Plot memory

The development environments support advanced application code devel-
opment and debug with features such as:

Analog Devices DSP emulators use the IEEE 1149.1 JTAG test access
port to monitor and control the target board processor during emulation.
The emulator provides full speed emulation, allowing inspection and
modification of memory, registers, and processor stacks. Nonintrusive
in-circuit emulation is assured by the use of the processor JTAG inter-
face—the emulator does not affect target system loading or timing,.

Software tools also include Board Support Packages (BSPs). Hardware
tools also include standalone evaluation systems (boards and extenders). In
addition to the software and hardware development tools available from
Analog Devices, third parties provide a wide range of tools supporting the
Blackfin processors. Third party software tools include DSP libraries,
real-time operating systems, and block diagram design tools.
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2 CHIP BUS HIERARCHY

This chapter discusses on-chip buses, how data moves through the system,
and factors that determine the system organization. The chapter describes
the system internal chip interfaces and discusses the system interconnects,
including the interfaces between core buses and system buses.

The chapter includes the following sections:
e “Overview” on page 2-1
e “System Overview” on page 2-8
e “Peripheral Access Bus (PAB)” on page 2-15
e “DMA-Related Buses” on page 2-17
e “External Access Bus (EAB)” on page 2-24

Overview
This section provides an overview of the on-chip buses.

Internal Interfaces

Figure 2-1 shows the processor core, on-chip peripherals, and the bus
interfaces between them.
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The processor core has several blocks of on-chip memory. The L1 instruc-
tion memory is 48K bytes SRAM plus 16K bytes that can be configured as
a four-way set-associative cache or SRAM. The L1 data memory is

32K bytes SRAM plus 32K bytes that can be configured as a two-way set
associative cache or SRAM. The scratchpad SRAM memory (not shown in
Figure 2-1) consists of 4K bytes, which is only accessible as data SRAM
(cannot be configured as cache memory). The LI instruction ROM memory
is factory programmed; this ROM is not customer-configurable. The L2
SRAM memory provides 128K bytes of unified instruction and data mem-
ory. Unlike L1 memory - which operates at the full core clock (CCLK) rate -
the memory other than L1 operates at one half the frequency of the core.
The 4K boot ROM is seen as part of L3 memory. Because the boot ROM is
outside the CCLK domain, this ROM operates at the system clock (SCLK)
rate.

External memories, such as DDR and flash, can be accessed through the
external bus interface unit (EBIU).

2-2
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Figure 2-1. Bus Hierarchy
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The ADSP-BF54x processor processor has many on-chip peripherals. The
peripherals access memory in the processor core using a set of buses and
DMA controllers. Two buses (DAB32 and DAB16) connect the peripher-
als and DMA controllers to support the data transfers between peripherals
and memories.

The processor core has three ports connected to system and memory other
than L1:

16-bit core port

This is the system memory-mapped register (MMR) access port.
Through this port, the 16-bit peripheral access bus (PAB) connects
all off-core system MMR registers. For more information, see

“Peripheral Access Bus (PAB)” on page 2-15.
64-bit core P port

This is the processor core L1 memory access port. The P port pro-
vides the interface to the external bus interface unit (EBIU) and to
the memory other than L1 through the 32-bit external access bus
(EAB) and the 64-bit processor core L2 bus separately. The
memory access request commands from the core are pipelined; no
arbitration logic is needed in this interface. For more information,
see “P Port Interface” on page 2-8.

32-bit core D port
DMA controllers (DMAC0, DMACI1, USB, and MXVR) transfer

data to or from core L1 memory through this port. Because there
are multiple DMA controllers that can simultaneously request
access to L1 memory through the 32-bit D port, interface arbitra-
tion logic is provided and described in “D Port Interface” on

page 2-9.

2-4
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Memory other than L1 also has two ports connected to the following two
buses, which run at core clock frequency (CCLK domain):

e (4-bit core L2 bus

This bus supports memory other than L1 data/instruction accesses
requested by the processor core.

* 32-bit system L2 bus (system L2 bus)
This bus supports DMACO and DMACI data transfers to or from

L2; could be to or from L1, L2, or external memory.

Overall system functions of the ADSP-BF54x processor processor are sup-
ported by the following system buses, which run at the system clock
frequency (SCLK domain):

* 16-bit peripheral access bus (PAB)

* 32-bit external access bus (EAB)

e 32-bit DMA core bus (DCB0, DCB1, DCB2, and DCB3)
e 32-and 16-bit DMA access buses (DABO and DAB1)

* 32-bit DMA external buses (DEBO, DEB1, and DEB2)

The DDR and ASYNC buses connect between the external bus interface
unit (EBIU) and external memory. These buses run at the system clock
frequency (SCLK domain).

Internal Clocks

The core processor clock (CCLK) rate is highly programmable with respect
to the CLKIN input pin. The CCLK rate is divided down from the PLL out-
put rate (vC0). This divider ratio is set using the CSEL parameter of the
PLL_DIV register. For more information, see For more information, see
“Phase-Locked Loop and Clock Control” on page 18-1.

ADSP-BF54x Blackfin Processor Hardware Reference 2-5



Overview

The peripheral access bus (PAB), the DMA access buses (DAB32 and
DAB16), the external access bus (EAB), the DMA core buses (DCBO,
DCB1, DCB2, and DCB3), the DMA external buses (DEB0, DEB1, and
DEB2), the external port bus (EPB), and the external bus interface unit
(EBIU) run at the system clock frequency (SCLK domain). This divider
ratio is set using the CSEL parameter of the PLL_DIV register. Note that this
divider must be set such that these buses run as specified in
ADSP-BF542/544/547/548/549 Embedded Processor Data Sheet, running

at a speed slower than or equal to the core clock frequency.

These buses can also be cycled at a programmable frequency to reduce
power consumption, or to allow the core processor to run at an optimal
frequency. A subset of the peripherals derive their timing from the SCLK.
For example, the UART baud rate is determined by further dividing this

clock frequency.

Core Bus Overview

Figure 2-2 shows a processor core block diagram that includes a processor
core and L1 memory connected by internal core buses. The core bus struc-
ture between the processor core and L1 memory runs at the full core
frequency (CCLK domain). Data loads are performed using the LDO and
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LD1 buses. The SD bus is used to perform writes. There are two address
buses (DAO and DA1) used for data fetches. The instruction address and

data buses (IAB and IDB) are used to fetch instructions.

| CORE CLOCK
(CCLK) PROCESSOR CORE
DOMAIN

LDo| LD1 SD| DAO| DA1| IAB| IDB

A A A

1 -1
32 (32 32 |32 32 (32 |64

L1 DATA MEMORY MA'\l{Ilin(glcE)I\RlléNT L1 INSTRUCTION MEMORY
(4KB SRAM + CACHE/SRAM) UNIT (CACHE/SRAM)
| MMR PORT | P PORT | D PORT |

Figure 2-2. Processor Core and L1 Memory Block Diagram

These buses allow the processor core to perform the following L1 memory

accesses per core clock cycle (CCLK):
* One 64-bit instruction fetch through the IDB bus
*  One 32-bit data reference through the DAO bus
* One 32-bit data reference through the DA1 bus
e Two 32-bit data loads through the LDO and LD1 buses
* One 32-bit data store through the SD bus

ADSP-BF54x Blackfin Processor Hardware Reference
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The processor core has three ports and can generate up to the following
simultaneous off-core accesses per core clock cycle (CCLK):

* One DMA data transfer through the D port
* One L2 or external memory access through the P port
* One MMR register access through the MMR port

The L2 or external memory access through the P port includes normal
data or instruction access and cache read or write operation.

System Overview

The ADSP-BF54x processor processor system includes a Blackfin proces-
sor core, a 128K byte level 2 (L2) memory, the peripheral set (see

Figure 2-1 on page 2-3), the external memory controller (EBIU, AMC
and DDR), the DMA controllers, and bus interfaces.

The external bus interface unit (EBIU) is the primary interface to the chip
pins. Detailed information about the EBIU is discussed in “External Bus
Interface Unit” on page 5-1.

P Port Interface

Figure 2-3 shows the interface between the processor core P port and
memory other than L1 through the 64-bit core L2 bus and shows the
interface between processor core P port and the EBIU through the 32-bit
EAB bus.

2-8
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PROCESSOR CORE

P PORT

L2/ EXTERNAL
MEMORY PIPELINE

L2 EAB

L2 MEMORY EBIU
Figure 2-3. Core Interface to Memory other than L1 and the EBIU
At each cCLK cycle, the processor core can:

* Transfer one 64-bit instruction word from memory other than L1

e Or transfer one 32/16/8-bit data word to or from the same (or dif-
ferent) memory other than L1 data bank

* Or transfer one 32/16/8-bit data word to or from external memory
Data transfers requested from the processor core to L2 or the EBIU are

fully pipelined.

D Port Interface

Figure 2-4 shows the interface between the DMA controllers core access
buses (32-bit DCB buses) and the processor core’s D port. This 32-bit D
port provides DMA access to L1 memory.
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PROCESSOR CORE

D PORT
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4

DMA BUS ARBITER

DCBO DCB1 DCB2 DCB3
16 32 16 32

DMACO DMAC1 MXVR usB

Figure 2-4. Core (A or B) Interface to DMA Controllers
The DCB buses provide the following DMA data transfers:

e The DCBO bus supports up to 16-bit DMA data transfers between
the processor core internal memory and peripheral on the DABO
bus; or transfers between external memory and internal memory.
Where internal memory is L1, a DCB bus can also support internal
memory to internal memory transfers. The DCBO bus is in the
SCLK domain.

* The DCBI bus supports up to 32-bit DMA data transfer between
the processor core internal memory and peripherals on the DAB1
bus; or between external memory and internal memory. The DCB1
bus is in the SCLK domain.

e The DCB2 bus supports up to 32-bit DMA data transfer between
the processor core internal memory and MXVR. The DCB2 bus is
in the SCLK domain.
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e The DCB3 bus supports up to 32-bit DMA data transfer between

the processor core internal memory and USB. The DCB3 bus is in
the SCLK domain.

Because D port access requests can come from multiple independent
DMA controllers, DMA bus arbitration is necessary to resolve possible D
port access conflicts. The D port interface performs DMA bus (DCBO,
DCB1, DCB2, and DCB3) arbitration, converts transactions on these
buses to the core DMA bus protocol, and conducts transactions over the
core DMA buses to L1 memory or over a separate bus to the memory
other than L1. For more information on DMA priority arbitration, see
“DCB Arbitration” on page 2-20.

On-Chip L2 Interface

The L2 SRAM memory block is organized into eight banks that can be
accessed by either two independent buses: the 64-bit processor core L2
bus or the 32-bit sys L2 bus. Figure 2-5 shows this interface diagram. L2 is
organized as a multi-bank architecture of single-ported SRAMs, such that
multiple accesses can occur in parallel, as long as they are to different
banks. L2 has two ports: the processor core L2 port is connected to the
64-bit processor core L2 bus and dedicated to processor core access
requests.

The sys L2 port is connected to the 32-bit sys L2 bus and dedicated to sys-
tem DMA access requests. Two different banks can be accessed
simultaneously by the 64-bit processor core L2 bus and the 32-bit system
L2 bus. When both buses attempt to access the same bank at the same
time, the L2 arbitration logic resolves the conflict.

An L2 access requires two CCLK cycles for the access itself, plus any latency
involved in the operation (see Table 2-2 on page 2-14). L2 interface con-

trol logic is clocked at the core frequency (CCLK clock domain). The system
DMA access request comes from the DCB0, DCB1, DCB2, and the

ADSP-BF54x Blackfin Processor Hardware Reference 2-11



System Overview

DCB3 busses, which run at system clock frequency (SCLK domain). The
interface circuit synchronizes the DCB buses to the core clock domain and
converts them to system L2 bus protocol.

L2 MEMORY
CORE/SYSTEM
L2 ARBITER
L2 SYSTEM
BUS ARBITER
CORE
L2
pceo| pcBi| DcB2| Dees BUS |
16 32 16 32 Tea
Y
DMACO DMAC1 MXVR USB CORE

Figure 2-5. L2 Bus Interfaces

As shown in Figure 2-5 on page 2-12, there are several arbitration stages
in the interface:

* Arbitration for core L2 port access requests is based on a fixed pri-
ority scheme. There is no arbitration while the current Core L2 bus
requestor is performing locked or cache line fill transactions.

After the processor core is granted the core L2 bus, no other user
can access this bus until the data transaction is accepted by L2.

* Arbitration for system L2 port access request is based on a pro-
grammable priority scheme. After reset, the following fixed priority
is maintained: DCB2 (MXVR) > DCB0 (DMACO0) >DCB1
(DMACI1) > DCB3 (USB) for L2 accesses through the system L2
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bus. The priorities between the DCBO0 bus and DCBI1 bus is pro-
grammable. This can be using the LZDMAPRO bit in the SYSCR
register.

*  When both the processor core L2 bus and the system L2 bus
attempt to access the same bank at the same time, bank arbitration
is required. Table 2-1 shows the L2 access bus arbitration.

Table 2-1. L2 Interface Bus Arbitration

Requestor Priority (L2DMAPRIO = 0) |Priority (L2DMAPRIO = 1)
(Default)

Currently locked core access 1 1

Complete current core cache 2 2

access

DCB2 (MXVR) 3 3
DCB0 (DMACO) 4 5
DCB1 (DMACI) 5 4
DCB3 (USB) 6 6
Core L2 7 7

Table 2-2 on page 2-14 shows the target latency and throughput for vari-
ous types of accesses. Since the DMA bus has a dedicated port to the L1
and L2 memories, as long as the processor core access and DMA access are
not to the same memory bank, no stalls occur. DMA access to L1 or mem-
ory other than L1 can only be stalled by:

e An access already in progress from another DMA
controller/channel

* A core access already in progress, which locks the bank to be

addressed

For more details about DMA data transfer latency and DMA traffic con-
trol/optimization, see “DMA Performance” on page 7-50.
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Table 2-2. L2 Interface Data and Instruction Fetch Transaction Latency

Transaction Type Number of Cycles to Complete
Core L2 Read 9 CCLKs for each read
Dual DAG Read (same instruction) 9 CCLKs (first 32-bit fetch)

2 CCLKs (second 32-bit fetch)
Cache Line Fill (data and instruction) 9 CCLKs (first 64-bit fetch)

2-2-2 CCLKs (for next three 64-bit fetches)

Dual DAG Cache Line Miss (same instruction) | 9-2-2-2 CCLKs (first miss, four 64-bit fetches)
2-2-2-2 CCLKs (second miss, four 64-bit

fetches)
64-bit Instruction Fetch 9 CCLKs
Sys DMA Read 1 SCLK plus 2 CCLKs
Sys DMA Write 1 SCLK

When executing code from memory other than L1, a core can fetch a
64-bit word. In the best case, the 64-bit word contains four 16-bit instruc-
tions. For consecutive fetches of single-cycle, 16-bit instructions, the
maximum execution rate is four instructions every nine CCLKs—due to
pre-fetching by the core.

When the processor core writes to memory other than L1, a write buffer
within the interface of each core improves performance. Up to five writes
can be made to memory other than L1 without stalling a core. The sixth
write, and subsequent writes when the buffer is full, take four CCLKs for
each write. Specifically, a loop of eight writes to memory other than L1
would take five CCLKs for the first five writes plus four CCLKs for each
of the three subsequent writes.
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Peripheral Access Bus (PAB)

The ADSP-BF54x processor has a dedicated peripheral access bus (PAB)
that connects all off-core peripherals to system MMR registers. The
low-latency peripheral access bus keeps core stalls to a minimum and
allows for manageable interrupt latencies to time-critical peripherals. All
peripheral resources accessed through the PAB bus are mapped into the
system MMR space of the ADSP-BF54x processor memory map.

The processor core is the only master on the PAB bus. No arbitra-
tion is necessary.

PAB Performance

For the PAB, the primary performance criteria is latency, not throughput.
Transfer latencies for write transfers on the PAB are two SCLK cycles, and
transfer latencies for read transfers on the PAB are three SCLK cycles.

For example, the core can transfer up to 32 bits per access to the PAB
slaves. With the core clock running at two times the frequency of the sys-
tem clock, the first and subsequent system MMR write accesses take four
core clocks (cCLK) of latency.

The PAB has a maximum frequency of SCLK.

PAB Agents (Masters, Slaves)

The processor core can master bus operations on the PAB. All peripherals
have a peripheral bus slave interface which allows the core to access con-
trol and status state. These registers are mapped into the system MMR
space of the memory map. System MMR addresses are listed in “System
MMR Assignments” on page A-1.
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The slaves on the PAB bus are:

Event Controller

Clock and Power Management Controller
Watchdog Timer

Real Time Clock

Timer 0-10

SPORT 0-3

SPI 0-2

General-Purpose Input/Output (GPIOs)
UART 0-3

ATAPI

EPPIO-2

Pixel Compositor

Secure Digital Host (SDH)

USB

MXVR

TWI 0-1

CAN 0-1

Asynchronous Memory Controller (AMC)
DDR SDRAM Controller (DDC)

DMA Controller 0-1 (DMACO0 and DMACI1)

2-16
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Chip Bus Hierarchy

Figure 2-6 shows the DMA bus connections. These buses run at the sys-

tem clock frequency (SCLK domain).

DMACO
CONTROLLER
(16-BIT)

EBIU €¢—

CORE
L1/L2

Figure 2-6. DMA Bus Connection and Arbitration Block Diagram

The 32/16-bit DAB bus provides DMA between the peripherals and

DEBO
DCBO
DABO

4

DMAC1
CONTROLLER
(32-BIT)

PERIPHERAL
GROUP 0 ARBITER

EBIU €¢—

CORE
L1/L2

DEB1
DCB1

DAB1

A

PERIPHERAL
GROUP 1 ARBITER

L1/L2 internal memory through the DCB bus, or between peripherals and
external memories through the DEB bus. A central DMA controller keeps
track of DMA addresses and mediates the transfers. DMA is handled iden-
tically for 8-, 16- and 32-bit data sizes. The maximum bandwidth for any
individual 16-bit peripheral is one 16-bit word transferred for every two
SCLK cycles. Peripherals that are capable of 32-bit DMA (and also config-
ured for 32-bit mode) can transfer up to one 32-bit word every two SCLK

cycles.
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Peripheral DMA

The DMA-capable peripherals in the ADSP-BF54x processor system are
managed by DMA controllers. Each DMA controller also has memory
DMA channels for DMA data transfer between external memory and L1
or memory other than L1. The peripheral DMA controllers can transfer
data between peripherals and internal or external memory.

The DCB bus arbitration for L2 configured as SRAM is shown in

Table 2-1 on page 2-13. The ADSP-BF54x processor has programmable
priority for peripherals on the DAB bus. For details about programmable
DMA peripheral and DMA channel mapping, see “Direct Memory
Access” on page -1.

DAB Bus Agents (Masters)

All peripherals capable of sourcing a DMA access through one of the cen-
tralized DMA controllers are masters on these buses, as shown in

Table 2-3 on page 2-19 and Table 2-4 on page 2-20. A single arbiter sup-
ports a programmable priority arbitration policy for access to each DAB.

When two or more DMA master channels are actively requesting a DAB,
bus utilization is considerably higher due to the DAB’s pipelined design.
Bus arbitration cycles are concurrent with the previous DMA access data
cycles. The MXVR and USB peripherals have their own DMA channels
and are not part of the DAB.

DAB Arbitration

There are two centralized DMA controllers in the system which together
support 14 peripherals and four memory DMA channels. 32 DMA chan-
nels and bus masters support these devices, with eight channels being
assigned to memory DMA, and the remaining 24 channels being assigned
to peripheral DMA. The memory DMA channels can transfer data
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between L1, L2, and external memory. The peripheral DMA controllers
can transfer data between peripherals and internal (L1/L2) or external
memory.

The DAB buses are implemented as two separate bus systems each inter-
facing to a DMA controller and a fixed set of peripheral DMA bus
masters. DABO offers 16 bits of data transfer per SCLK cycle and DAB1
offers 32 bits of data transfer per SCLK cycle. Arbitration of channels on
the DAB bus is programmable within each centralized DMA controller.
Table 2-3 and Table 2-4 show the default arbitration priority of each
DMA controller.

Table 2-3. Controller 0 (DABO) Arbitration Priority

DAB, DCB, DEB Master Default Arbitration Priority
SPORTO0 Rx DMA Controller 0 - highest
SPORT1 Rx DMA Controller 1
SPORTO0 Tx DMA Controller 3
SPORT1 Tx DMA Controller 2

SPI0 DMA Controller 4

SPI1 DMA Controller 5

UARTO0 Rx DMA Controller 6

UARTO0 Tx DMA Controller 7

UART1 Rx DMA Controller 8

UART1 Tx DMA Controller 9

ATAPI Rx DMA Controller 10

ATAPI Tx DMA Controller 11
Memory DMAO (dest) Controller 12
Memory DMAO (source) Controller 13
Memory DMAT1 (dest) Controller 14
Memory DMAT1 (source) Controller 15 - lowest
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Table 2-4. Controller 1 (DAB1) Arbitration Priority

DAB, DCB, DEB Master Default Arbitration Priority
EPPIO DMA Controller 0 - highest
EPPI1 DMA Controller 1

EPPI2 DMA Controller/Host DMA Port 2

Pixel Compositor DMA Controller 0 (input data) |3

Pixel Compositor DMA Controller 1 (overlay data) | 4

Pixel Compositor DMA Controller 2 (output data)| 5
SPORT2/UART2 Rx DMA Controller 6
SPORT2/UART?2 Tx DMA Controller 7
SPORT3/UART3 Rx DMA Controller 8
SPORT3/UART3 Tx DMA Controller 9
SDH/NAND Flash DMA Controller 10

SPI2 DMA Controller 11
Memory DMA 2 (dest) Controller 12
Memory DMA 2 (source) Controller 13
Memory DMA 3 (dest) Controller 14
Memory DMA 3 (source) Controller 15 - lowest

DCB Arbitration

Each of the two centralized DMA controllers as well as the MXVR trans-
ceiver and the USB controller, access L1 memory through the DCB buses
(DCB0/DCB1/DCB2/DCB3). In the event of simultaneous requests to
L1 memory, access is granted based on a programmable arbitration
scheme.
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The DCB has priority over the core processor on arbitration into L1 con-
figured as data SRAM, whereas the core processor has priority over the
DCB on arbitration into L1 instruction SRAM. These same buses are used
to access memory other than L1, which has a similar arbitration scheme.
L1 and L2 accesses from the DMA controllers may happen in parallel.

Into L1 and memory other than L1, an access by the system bus always
wins over an access by the core. On the system bus, by default, the order
of priority is:

1. MXVR
2. DMACO
3. DMACI1
4. USB

The priority order for DMACO and DMACI1 may be swapped. Table 2-5
describes the priority configuration for L1 accesses, which is defined by
the CDMAPRIO bit of the SYSCR register. For L2 accesses, the L2DMAPRIO bit
in SYSCR is used in the same way. For more information, see “System Reset
Configuration (SYSCR) Register” on page 17-105.

Table 2-5. D Port DCB0 (DMACO0) and DCB1 (DMAC1) Arbitration

DMA Controllers |Priority (CDMAPRIO = 0, default) |Priority (CDMAPRIO = 1)
DMACO 1 2

DMACI1 2 1

If any of the DMA channels is urgent, it is elevated above the others in
terms of priority. For example, an urgent USB DMA channel is higher
priority than a non-urgent DMACO channel.
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DEB Arbitration

Each of the two DMA controllers, as well as the USB controller, access
external memory through the DEB buses (DEBO/DEB1/DEB2).

@ The MXVR does not have DMA access to external memory.

In the event of simultaneous requests to external memory, access is
granted based on a programmable arbitration scheme. This priority can be
changed by using the DEB_ARB_PRIORITY bits in the EBIU_DDRQUE register.
For off-chip memory, the core has priority over the DEB buses by default.
However, the priorities of the specific DMA bus with respect to the core
can be changed for both synchronous and asynchronous accesses. The
complete arbitration at the EBIU is described in “External Bus Interface
Unit” on page 5-1.

DAB, DCB, and DEB Performance

The ADSP-BF54x processor DAB buses support 8-bit, 16-bit, and 32-bit
data transfers. DAB1 is a 32-bit data bus. DABO is a 16-bit bus. Both
operate at the system clock rate, at a maximum frequency of 133 MHz,
although a single peripheral DMA channel on a DAB bus operates at a
maximum of SCLK/2. The DCB buses have a dedicated D port into L1
memory and another dedicated sys L2 port into memory other than L1.
No stalls occur as long as the core access and the DMA access are not to
the same memory bank. If there is a conflict when accessing data memory,
DMA is the highest priority requester, followed by the core. If the conflict
occurs when accessing instruction memory, the core is the highest priority

requester, followed by DMA.
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Note that a locked transfer by the core processor (for example, execution
of a TESTSET instruction) effectively disables arbitration for the addressed
memory bank or resource until the memory lock is deasserted. DMA con-
trollers cannot perform locked transfers. DMA access to L1 memory can
only be stalled by an access already in progress from another DMA
channel.

Memory DMA transfers can result in repeated accesses to the same mem-
ory location. Because the memory DMA controller has the potential of
simultaneously accessing on-chip and off-chip memory, considerable
throughput can be achieved. The throughput rate for an on-chip/off-chip

memory access is limited by the slower of the two accesses.

In the case where the transfer is from on-chip to on-chip memory or from
off-chip to off-chip memory, the burst accesses cannot occur
simultaneously. The transfer rate is then determined by adding each trans-
fer plus an additional cycle between each transfer.

Table 2-6 shows many types of 32-bit memory DMA transfers (on
DMACI). In the table, it is assumed that no other DMA activity is con-
flicting with ongoing operations. The numbers in the table are theoretical
values. These values may be higher when they are measured on actual
hardware due to a variety of reasons relating to the device that is con-

nected to the EBIU.

For non-DMA accesses (for example, a core access through the EAB), a
32-bit access to DDR SDRAM (of the form R0 = [P0]; where PO points
to an address in DDR SDRAM) always more efficient than executing two
16-bit accesses (of the form R0 = W[P0++1; where PO points to an address
in DDR SDRAM). In this example, a 32-bit DDR SDRAM read takes ten
SCLK cycles while two 16-bit reads take nine SCLK cycles each.
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Table 2-6. Performance of DMA Access (on DMACI1) to External

Memory

Source

Destination

Approximate SCLKs for n Words
(Max word size 32-bits) (From Start
of DMA to Interrupt at End)

16-bit DDR SDRAM

L1 Data memory

n+ 14

L1 Data memory

16-bit DDR SDRAM

n+11

16-bit Async memory

L1 Data memory

xn + 12, where x is the number of

wait states + setup/hold SCLK cycles

(minimum x = 2)

L1 Data memory 16-bit Async memory xn + 9, where x is the number of wait

states + setup/hold SCLK cycles (min-
imum x = 2)

16-bit DDR SDRAM 16-bit DDR SDRAM 10 + (17n/7)

16-bit Async memory 16-bit Async memory 10 + 2xn, where x is the number of

wait states + setup/hold SCLK cycles

(minimum x = 2)

L1 Data memory 2n + 12

L1 Data memory

The EAB and the DEB buses must arbitrate for access to external memory
through the EBIU. Figure 2-6 on page 2-17 shows the bus connection to
the EBIU and the bus arbiters. Users must manage specific memory access
traffic patterns to ensure that isochronous peripherals have enough allo-

cated bandwidth and appropriate maximum data latency for both internal
and external memory accesses.

External Access Bus (EAB)

The external access bus (EAB) provides a way for the processor core and
the Memory DMA controller to directly access off-chip memory and high
throughput memory-to-memory DMA transfers. The EAB supports sin-
gle-word accesses of either 8-bit, 16-bit, or 32-bit data types. The EAB
operates at the system clock rate.
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EAB/DEB Arbitration

Arbitration for use of external memory interface resources (DDR or
ASYNC) is required because of possible contention between the potential
masters of these resources. A fixed-priority arbitration scheme is used to
arbitrate between EAB accesses and DEB accesses, with core accesses win-
ning by default. For more details on arbitration, see “External Bus
Interface Unit” on page 5-1. For information on external memory inter-
face resources, see “DDR SDRAM Memory Interface” on page 5-18 or
“Asynchronous Memory Interface” on page 5-53.

EAB/DEB Performance

The EAB supports single-word accesses of 8-bit, 16-bit, 32-bit, or 64-bit
data types. The EAB operates at the same frequency as the PAB and the
DAB, up to the maximum SCLK frequency specified in
ADSP-BF542/544/547/548/549 Embedded Processor Data Sheet.

Table 2-7 shows many types of 16-bit and 32-bit memory DMA transfers.
In the table, it is assumed that no other DMA activity is conflicting with
ongoing operations.

Table 2-7. Performance of DMA Access (on DMACO) to External

Memory

Source Destination Approximate SCLKs For n |Approximate SCLKs For n
16-bit Words (From Start |32-bit Words (From Start
of DMA to Interrupt at of DMA to Interrupt at
Rnd) end)’

16-bit DDR L1 Data memory | n + 14 2n + 14

SDRAM

L1 Data memory | 16-bit DDR n+ 14 2n + 14

SDRAM

ADSP-BF54x Blackfin Processor Hardware Reference
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Table 2-7. Performance of DMA Access (on DMACO) to External

Memory

Source

Destination

Approximate SCLKs For n
16-bit Words (From Start
of DMA to Interrupt at
Rnd)

Approximate SCLKs For n
32-bit Words (From Start
of DMA to Interrupt at

end)!

16-bit Async
memory

L1 Data memory

xn +12, where x is the num-
ber of wait states +
setup/hold SCLK cycles

(minimum x = 2)

2xn +12, where x is the
number of wait states +
setup/hold SCLK cycles

(minimum x = 2)

L1 Data memory

16-bit Async

xn +12, where x is the num-

2xn +12, where x is the

setup/hold SCLK cycles
(minimum x = 2)

memory ber of wait states + number of wait states +
setup/hold SCLK cycles setup/hold SCLK cycles
(minimum x = 2) (minimum x = 2)
16-bit DDR 16-bit DDR 10 + (17n/7) 10 + 2*((17n/7)
SDRAM SDRAM
16 bit Async 16-bit Async 10 +2xn, where x is the 10 + 2*(2xn), where x is the
memory memory number of wait states + number of wait states +

setup/hold SCLK cycles
(minimum x = 2)

L1 Data memory

L1 Data memory

2n + 12

2*2n + 12

1 Note that DMACO is only a 16-bit controller although it can be programmed for 32-bit word
accesses. For 32-bit accesses it will take twice as much SCLK cycles as compared to transactions

on DMACI.

The corresponding access time for EAB accesses (assuming rows are open
and pre-charged) are:

e 16-bit processor core read from DDR — 8 SCLK cycles

* 32-bit processor core read from DDR — 8 SCLK cycles

* 32 byte cache line fill (8, 4 byte accesses) - 8 + (7*1) SCLK cycles

2-26
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3 MEMORY

This chapter includes the following sections:
* “Memory Architecture” on page 3-2
e “Instruction Test Registers” on page 3-23
* “L1 Data Memory” on page 3-27
e “Data Test Registers” on page 3-42
e “On-Chip Level 2 (L2) Memory” on page 3-47
* “One Time Programmable Memory” on page 3-49
e “External Memory” on page 3-50
* “Memory Protection and Properties” on page 3-51
* “Memory Transaction Model” on page 3-69
e “Load/Store Operation” on page 3-70
* “Working With Memory” on page 3-76

e “Terminology” on page 3-79
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Memory Architecture

The ADSP-BF54x processor processor supports a hierarchical memory
model with different performance and size parameters, depending on the
memory location within the hierarchy. Level 1 (L1) memories are located
on the chip and provide faster access. Level 2 (L2) memories are on-chip
memory systems (which are farther from the core) and typically have lon-
ger access latencies. The faster L1 memories, which include instruction
SRAM and instruction ROM, data, and scratchpad memory as part of the
Blackfin core are accessed in a single cycle. The L2 memories, which
include an on-chip SRAM and off-chip synchronous and asynchronous
devices, provide much higher memory space with higher latency.

The ADSP-BF54x processor processor has a unified 4G byte address range
that spans a combination of on-chip and off-chip memory and mem-
ory-mapped I/O resources. Of this range, 272M byte of address space is
dedicated to internal, on-chip resources. The ADSP-BF54x processor pro-
cessor populates portions of this internal memory space with:

e L1 and L2 static random access memories (SRAM)
e LI instruction ROM (IROM)

* A set of memory-mapped registers (MMRys)

* A boot read-only memory (ROM)

A portion of the internal L1 SRAM can also be configured to run as cache.
The ADSP-BF54x processor processor also provides support for an exter-
nal memory space that includes asynchronous memory space and DDR
space. See Chapter 5, External Bus Interface Unit for a detailed discussion
of each of these memory regions and the controllers that support them.

The diagram in Figure 3-1 on page 3-4 provides an overview of the
ADSP-BF54x processor system memory map. Note that the architecture
does not define a separate I/O space. All resources are mapped through the
flat 32-bit address space. The memory is byte-addressable.
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As shown in Figure 3-1 on page 3-4, total on-chip memory for the DSP
core occupies 100 Kbytes, as follows:

* 64K byte of instruction SRAM memory:
* 48K byte of instruction SRAM

* 16K byte of instruction cache/SRAM, lockable by way or
line

64K byte of instruction ROM

64K byte of data memory:
* 32K byte of data cache/SRAM
* 32K byte of SRAM

* 4K byte of data scratch pad SRAM

* 4K byte of boot ROM

An on-chip SRAM provides 128K byte of L2 space. For systems using
some or all ADSP-BF54x processor processor L1 memory as cache, the
on-chip L2 SRAM memory can help provide deterministic,
bounded-memory access times.

The upper portion of internal memory processor space is allocated to the
core and system MMRs of the ADSP-BF54x processor processor. Accesses
to this area are allowed only when the processor is in supervisor mode or
emulation mode. (For information about these modes, see Blackfin Proces-
sor Programming Reference.)

The lowest 4K byte of internal memory space is occupied by the boot
ROM of the ADSP-BF54x processor processor. Depending on the boot-
ing option selected, the appropriate boot program is executed from this
memory space when the ADSP-BF54x processor processor is reset. See
“System Reset and Booting” on page 17-1.
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ADSP-BF54x MEMORY MAP

CORE MEMORY MAP

OXFFFF FFFF

Yy

CORE MMR REGISTERS

OXFFE0 0000 SYSTEM MMR REGISTERS
OXFFC0 0000 ———-230=0r

0XFFBO 1000 >

OXFFB0 0000 > [L1 SCRATCHPAD SRAM (K BYTE)
OXFFA2 4000 »-{RESERVED

0XFFA2 0000 —
0XFFA1 C000 ———
0XFFA1 8000 —

L1 INSTRUCTION BANKB ROM (64K BYTE)

0XFFA1 4000
0XFFA1 0000

Yy

L1 INSTRUCTION SRAM/CACHE (16K BYTE)

0XFFAO C000 ——— ]
0XFFAO 8000

RESERVED

L1 INSTRUCTION BANKB LOWER SRAM (16K BYTE)

L1 INSTRUCTION BANKA UPPER SRAM (16K BYTE)

0XFFAO 4000 >
0XFFAO0 0000 >

L1 INSTRUCTION BANKA LOWER SRAM (16K BYTE)

0XFF90 0000 ——
0XFF80 8000 ———
0XFF80 4000 —
0XFF80 0000 >

RESERVED

L1 DATA BANKB SRAM/CACHE (16K BYTE)

L1 DATA BANKB SRAM (16K BYTE)

RESERVED

L1 DATA BANKA SRAM/CACHE (16K BYTE)
L1 DATA BANKA SRAM (16K BYTE)

0XFF70 1000 ———
0XFF70 0000 ——
0XFF61 4000 ———
0XFF61 0000 ———
0XFF60 C000 ———»]
0XFF60 8000 ———
0XFF60 4000 ——
0XFF60 0000 —»
0XFF50 8000 —
0XFF50 4000 ———
0XFF50 0000 ——
0XFF40 8000 ——»
0XFF40 4000 ———
0XFF40 0000 ——
0XFEB2 0000 >

RESERVED

0XFEBO 0000 ——
0XEF00 1000 ———
0XEF00 0000 ———1
0X3000 0000 ———
0X2C00 0000 >

L2 SRAM (128K BYTE)

RESERVED

BOOT ROM (4K BYTE)

INTERNAL MEMORY

RESERVED

ASYNC MEMORY BANKS3 (64M BYTE)

0X2800 0000 ——
0X2400 0000 ———»
0X2000 0000 ———
TOP OF LAST ———
DDR PAGE

ASYNC MEMORY BANK2 (64M BYTE)

ASYNC MEMORY BANK1 (64M BYTE)

ASYNC MEMORY BANKO (64M BYTE)

RESERVED

DDR1 BANK1

(16MB-512MB)

DDR1 BANKO

0X0000 0000 >

EXTERNAL MEMORY

Figure 3-1. Memory Map
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Within the external memory map, four banks of asynchronous memory
space and two banks of DDR memory are available. Each of the asynchro-
nous banks is 64M byte and each of the synchronous banks can be
configured 8-256 M byte.

Internal Memory

The ADSP-BF54x processor L1 memory system performance provides
high bandwidth and low latency. Because SRAMs provide deterministic
access time and very high throughput, DSP systems have traditionally
achieved performance improvements by providing fast SRAM on chip.
The ADSP-BF54x processor processor supports this memory architecture
for applications that require direct control over access time.

The addition of instruction and data caches (SRAMs with cache control
hardware) provides both high performance and a simple programming
model. Caches eliminate the need to explicitly manage data movement
into and out of the L1 memories. Code can be ported to or developed for
the ADSP-BF54x processor processor quickly without requiring perfor-
mance optimization for the memory organization.

Each core’s L1 memory provides:

* A modified Harvard architecture, allowing up to four core memory
accesses per clock cycle (one 64-bit instruction fetch, two 32-bit
data loads, and one pipelined 32-bit data store)

* Simultaneous system DMA, cache maintenance, and core accesses

* SRAM access at processor clock rate (CCLK) for critical DSP algo-
rithms and fast context switching
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* Instruction and data cache options for microcontroller code, excel-
lent high-level language (HLL) support, and ease of programming
cache control instructions, such as PREFETCH and FLUSH

* Memory protection

@ The L1 memories operate at the core clock frequency (CCLK).

Overview of L1 Instruction SRAM

The 64K byte L1 instruction SRAM consists of a dedicated 48K byte
SRAM plus an additional 16K byte bank which can be configured as
either SRAM or cache. The upper 16K byte, L1 instruction memory can
be configured as a 4-way set-associative cache (see Figure 3-4 on

page 3-15). Consequently, instructions can be brought into four different
ways of cache, decreasing the frequency of cache-line replacements and
increasing overall performance. When the upper 16K byte of L1 memory
is configured as a cache, individual ways or lines of L1 instruction cache
can be locked down, allowing further control over the location of
time-critical code. The cache-locking concept is explained further in
“Instruction Cache Locking by Way” on page 3-21. When configured as
SRAM, each of the four 16K byte banks of memory is broken into 4K byte
sub-banks which can be independently accessed by the processor and
DMA. For more information about L1 instruction SRAM, see “L1
Instruction SRAM” on page 3-11.

Overview of L1 Instruction ROM

The 64K byte L1 instruction ROM consists of a single 64K byte bank of
read-only memory. The instruction ROM does not have 4K byte
sub-banks which can be independently accessed by the processor and
DMA. At every processor cycle either the processor or the DMA is able to
access the instruction ROM. The instruction ROM is completely con-
tained within instruction bank B without sub-bank divisions.

3-6
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Write accesses to the instruction ROM region do not generate errors nor
do they modify the data in the ROM. They take the same number of

cycles to execute as if the write was actually occurring.

Multiple read accesses to the instruction ROM region behave as if they
were reads to a single instruction bank B sub-bank.

Overview of L1 Data SRAM

Each core on the ADSP-BF54x processor processor provides two 32K
byte, L1 data SRAM banks (data bank A and data bank B). Each data
bank has a dedicated lower 16K byte SRAM bank plus an additional upper
16K byte bank which can be configured as SRAM or cache.

When configured as cache, the upper 16K byte bank in each L1 data bank
is a 2-way, set-associative structure. This provides two separate locations
that can hold cached data, decreasing the rate of cache-line replacements
and increasing overall performance.

If configured as SRAM, each of the two upper 16K byte banks of memory
is broken into four 4K byte sub-banks which can be independently
accessed by the processor and DMA. For more information about L1 data

SRAM, see “L1 Data SRAM” on page 3-30.

Overview of Scratchpad Data SRAM

The processor provides a dedicated 4K byte bank of scratchpad data
SRAM. The scratchpad is independent of the configuration of the other
L1 memory banks and cannot be configured as cache or targeted by DMA.
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Typical applications use the scratchpad data memory where speed is criti-
cal. For example, the user and supervisor stacks should be mapped to the
scratchpad memory for the fastest context switching during interrupt

handling.

The L1 memories operate at the core clock frequency (CCLK).
Scratchpad data SRAM cannot be accessed by the DMA controller.

Overview of On-Chip L2

The on-chip level 2 (L2) memory provides 128K byte of low latency,
high-bandwidth capacity. This memory system is referred to as on-chip L2
because it forms an on-chip memory hierarchy with L1 memory. On-chip
L2 provides more capacity than L1 memory, but the latency is higher. The
on-chip L2 is SRAM and cannot be configured as cache. It is capable of
storing both instructions and data. The L1 caches can be configured to
cache instructions and data located in the on-chip L2.

L1 Instruction Memory

L1 instruction memory consists of a combination of dedicated SRAM and
banks which can be configured as SRAM or cache. For the 16K byte bank
that can be either cache or SRAM, control bits in the IMEM_CONTROL regis-
ter can be used to organize all four sub-banks of the L1 instruction
memory as any of the following:

* Asimple SRAM
* A 4-way, set-associative instruction cache
* A cache with as many as four locked ways

@ L1 instruction memory can be used only to store instructions.
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Instruction Memory Control Register
(IMEM_CONTROL)

The instruction memory control (IMEM_CONTROL) register contains control
bits for the L1 instruction memory. By default after reset, cache and
cacheability protection lookaside buffer (CPLB) address checking is dis-
abled (see “L1 Instruction Cache” on page 3-13).

When the LRUPRIORST bit is set to 1, the cached states of all CPLB_LRUPRIO
bits (see “ICPLB Data Registers (ICPLB_DATAx)” on page 3-59) are
cleared. This simultaneously forces all cached lines to be of equal (low)
importance. Cache replacement policy is based first on line importance
indicated by the cached states of the CPLB_LRUPRIO bits, and then on LRU
(least recently used). See “Instruction Cache Locking by Line” on

page 3-20 for complete details. This bit must be 0 to allow the state of the
CPLB_LRUPRIO bits to be stored when new lines are cached.

L1 Instruction Memory Control Register (IMEM_CONTROL)

31 30 20 28 27 26 25 24 23 22 21 20 19 18 17 16
0xFFEO 1004 |o|o|o|o|o|o|o|o|o|o|o|o|o|o|o|o| Reset = 0x0000 0001

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
[efofofefeofefofeofo oo o o]1]

\— ENICPLB (Instruction CPLB

LRUPRIORST (LRU Enable) N

Priority Reset) 0- CdeLBs dliabll?‘d’ mlnllmal
. . - address checking only

0 - LRU priority functionality is enabled B

1 - All cached LRU priority bits (LRUPRIO) 1- CPLBs enabled

IMC (L1 instruction memory

are cleared X .
Configuration)
ILOC[3:0] (Cache way Lock) 0 - Upper 16K byte of LI
0000 - All Ways not locked instruction memory
0001 - WayO locked, Way1, Way2, and configured as SRAM,
Way3 not locked also invalidates all cache
1111 - All Ways locked lines if previously

configured as cache
1 - Upper 16K byte of L1

instruction memory

configured as cache

Figure 3-2. L1 Instruction Memory Control Register
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The 1L0C[3:0] bits provide a useful feature only after code is manually
loaded into cache. See “Instruction Cache Locking by Way” on page 3-21.
These bits specify which ways to remove from the cache replacement pol-
icy. This has the effect of locking code present in non-participating ways.
Code in non-participating ways can still be removed from the cache using
an IFLUSH instruction. If an 1L0C[3:0] bit is 0, the corresponding way is
not locked and that way participates in cache replacement policy. If an
IL0CL3:0] bit is 1, the corresponding way is locked and does not partici-
pate in cache replacement policy.

The 1MC bit reserves a portion of L1 instruction SRAM to serve as cache.
Note: Reserving memory to serve as cache does not alone enable memory
other than L1 accesses to be cached. CPLBs must also be enabled using the
EN_ICPLB bit and the CPLB descriptors (ICPLB_DATAx and ICPLB_ADDRx
registers) must specify desired memory pages as cache-enabled.

Reserving memory to serve as cache does not alone enable memory
other than L1 accesses to be cached. CPLBs must also be enabled
using the EN_ICPLB bit and the CPLB descriptors (ICPLB_DATAx and
ICPLB_ADDRx registers) must specify desired memory pages as
cache-enabled.

Instruction CPLBs are disabled by default after reset. When disabled, only
minimal address checking is performed by the L1 memory interface. This
minimal checking generates an exception to the processor whenever it
attempts to fetch an instruction from:

* Reserved (non populated) L1 instruction memory space
* L1 data memory space

* MMR space
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CPLBs must be disabled using this bit prior to updating their descriptors
(DCPLB_DATAX and DCPLB_ADDRx registers). Note since load store ordering is
weak (see “Ordering of Loads and Stores” on page 3-72), disabling of
CPLBs should be proceeded by a cSYNC.

When enabling or disabling cache or CPLBs, immediately follow
the write to IMEM_CONTROL with a SSYNC to ensure proper behavior.

To ensure proper behavior and future compatibility, all reserved
bits in this register must be set to 0 whenever this register is
written.

L1 Instruction SRAM

The ADSP-BF54x processor processor core reads the instruction memory
through the 64-bit-wide instruction-fetch bus. All addresses from this bus
are 64-bit aligned. Each instruction fetch can return any combination of
16-, 32- or 64-bit instructions (for example, four 16-bit instructions, two
16-bit instructions and one 32-bit instruction, or one 64-bit instruction).

The DAGs cannot access L1 instruction memory directly. A DAG refer-
ence to instruction memory SRAM space generates an exception. (For

information about DAG addressing, see Blackfin Processor Programming
Reference.)

Werite access to the L1 instruction SRAM memory must be made through
the 64-bit system DMA port. Because the SRAM is implemented as a col-
lection of single-ported sub-banks, the instruction memory is effectively
dual-ported. Provided that system and core accesses do not access the same
32-bit polarity (address bits 2 match) of the same sub-bank, effective
dual-porting of the instruction memory is achieved. If both system and
core attempt to access the same 32-bit polarity (address bits 2 match) of

the same bank, the core instruction fetch has priority over the system
DMA controller.

Table 3-1 lists the instruction memory sub-banks.
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Table 3-1. L1 Instruction Memory Sub-banks

Memory Sub-bank Memory Start Location

0 0xFFA0 0000
1 0xFFA0 1000
2 0xFFAO0 2000
3 0xFFA0 3000
4 0xFFA0 4000
5 0xFFAO0 5000
6 0xFFA0 6000
7 0xFFA0 7000
8 0xFFA0 8000
9 0xFFA0 9000
10 0xFFAO0 A000
11 0xFFA0 B000O
12 0xFFA1 0000
13 0xFFA1 1000
14 0xFFA1 2000
15 0xFFA1 3000

Before changing the configuration state, be sure to flush the cache

or move all modified data from the SRAM, if so configured.
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Figure 3-3 on page 3-14 describes the bank architecture of the L1 instruc-

tion memory. As the figure shows, each 16K byte bank is made up of four
4K byte sub-banks.

L1 Instruction Cache

The L1 instruction memory may also be configured as a flexible, 4-way
set-associative instruction 16K byte cache. To improve the average access
latency for critical code sections, each way of the cache can be locked inde-
pendently. When the memory is configured as cache, it cannot be accessed
directly.

When cache is enabled, only memory pages specified as cacheable by
cacheability protection lookaside buffers (CPLBs) are cached. When
CPLBs are enabled, any memory location that is accessed must have an
associated page definition available, or a CPLB exception is generated.
CPLBs are described in “Memory Protection and Properties” on

page 3-51.

Figure 3-4 on page 3-15 shows the overall Blackfin processor instruction
cache organization.

Cache Lines

As shown in Figure 3-4, the cache consists of a collection of cache lines.
Each cache line is made up of a tag component and a data component:

e The tag component incorporates a 20-bit address tag, least recently

used (LRU) bits, a valid bit, and a line lock bit.

e The data component is made up of four 64-bit words of instruction
data.

* The tag and data components of cache lines are stored in the tag
and data memory arrays, respectively.
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Figure 3-3. L1 Instruction Memory Bank Architecture
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Figure 3-4. Instruction Cache Organization by Subbank
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The address tag consists of the upper 18 bits plus bits 11 and 10 of the
physical address. Bits 12 and 13 of the physical address are not part of the
address tag. Instead, these bits are used to identify the 4K byte memory
sub-bank targeted for the access.

The LRU bits are part of an LRU algorithm used to determine which

cache line should be replaced if a cache miss occurs.

The valid bit indicates the state of a cache line. A cache line is always valid

or invalid:

 Invalid cache lines have their valid bit cleared, indicating the line is
ignored during an address-tag compare operation.

* Valid cache lines have their valid bit set, indicating the line con-
tains valid instruction/data that is consistent with the source

memory.

The tag and data components of a cache line are illustrated in Figure 3-5.

LRUPRIO
TAG LRU
TAG - 20-BIT ADDRESS TAG
LRUPRIO - LRU PRIORITY BIT FOR LINE LOCKING
LRU - LRU STATE
v - VALID BIT
WD 3 WD 2 WD 1 WD 0

WD - 64-BIT DATA WORD

Figure 3-5. Cache Line — Tag and Data Portions
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Cache Hits and Misses

A cache hit occurs when the address for an instruction-fetch request from
the core matches a valid entry in the cache. Specifically, a cache hit is
determined by comparing the upper 18 bits and bits 11 and 10 of the
instruction-fetch address to the address tags of valid lines currently stored
in a cache set. The cache set is selected, using bits 9 through 5 of the
instruction-fetch address. If the address-tag compare operation results in a
match, a cache hit occurs. If the address-tag compare operation does not
result in a match, a cache miss occurs.

When a cache hit occurs, the target 64-bit instruction word is first sent to
the instruction alignment unit (IAU) where it is stored in one of two
64-bit instruction buffers.

When a cache miss occurs, the instruction memory unit generates a cache
line-fill access to retrieve the missing cache line from memory that is exter-
nal to the core. The address for the on-chip L2 or external memory access
is the address of the target instruction word. When a cache miss occurs,
the core halts until the target instruction word is returned from on-chip
L2 or external memory.

Cache-Line Fills

A cache-line fill consists of fetching 32 bytes of data from memory. The
operation starts when the instruction memory unit requests a line-read
data transfer (a burst of four 64-bit words of data) on its on-chip L2 or
external read-data port. The address for the read transfer is the address of
the target instruction word. When responding to a line-read request from
the instruction memory unit, the on-chip L2 or external memory returns
the target instruction word first. After it has returned the target instruc-
tion word, the next three words are fetched in sequential address order.
This fetch wraps around if necessary, as shown in Table 3-2.
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Table 3-2. Cache-Line Word-Fetching Order

Target Word Fetching Order for Next Three Words
WDO0 WDO0, WD1, WD2, WD3
WD1 WDI1, WD2, WD3, WDO0
WD2 WD2, WD3, WD0, WD1
WD3 WD3, WDO0, WD1, WD2

Line-Fill Buffer

As the new cache line is retrieved from on-chip L2 or external memory,
each 64-bit word is buffered into one of two four-entry line-fill buffer
before it is written to a 4K byte memory bank within L1 memory. The
line-fill buffer allows the core to access the data from the new cache line as
the line is being retrieved from on-chip L2 or external memory, rather
than having to wait until the line is written into the cache.

Two separate line-fill buffers are provided to allow a load from slow exter-
nal memory to continue without causing jumps to higher speed on-chip
memory other than L1 to stall. The CPLB_MEMLEYV bit in the memory
pages CPLBs determines which line buffer is used. See “Memory Protec-
tion and Properties” on page 3-51.

Cache-Line Replacement

When the instruction memory unit is configured as cache, bits 9 through
5 of the instruction fetch address are used as the index to select the cache
set for the tag-address compare operation. If the tag-address compare
operation results in a cache miss, the valid bits for the selected set are
examined by a cache-line replacement unit to determine the entry to use
for the new cache line, that is, whether to use Way0, Wayl, Way2, or
Way3 (see Figure 3-4 on page 3-15).
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The cache-line replacement unit first checks for invalid entries (that is,
entries having its valid bit cleared). If only a single invalid entry is found,
that entry is selected for the new cache line. If multiple invalid entries are
found, the replacement entry for the new cache line is selected based on
the following priority:

e WayO first

e  Wayl next
e  Way2 next
e Way3 last

For example:

e If Way3 is invalid and Ways0, 1, 2 are valid, Way3 is selected for
the new cache line.

e If Ways0 and 1 are invalid and Ways2 and 3 are valid, WayO is
selected for the new cache line.

e If Ways2 and 3 are invalid and Ways0 and 1 are valid, Way2 is
selected for the new cache line.

When no invalid entries are found, the cache replacement logic uses an

LRU algorithm.
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Instruction Cache Management

The system DMA controller and the core DAGs cannot access the instruc-
tion cache directly. By a combination of instructions and the use of core
MMRy, it is possible to initialize the instruction tag and data arrays indi-
rectly and provide a mechanism for instruction cache test, initialization,

and debug.

The coherency of instruction cache must be explicitly managed. To
accomplish this and ensure that the instruction cache fetches the
latest version of any modified instruction space, invalidate instruc-
tion cache line entries, as required.

For more information, see “Instruction Cache Invalidation” on page 3-22.

Instruction Cache Locking by Line

The CPLB_LRUPRIO bits in the ICPLB_DATAXx registers (see “Memory Protec-
tion and Properties” on page 3-51) are used to enhance control over which
code remains resident in the instruction cache. When a cache line is filled,
the state of this bit is stored along with the line’s tag. It is then used in
conjunction with the LRU (least recently used) policy to determine which
way is victimized when all cache ways are occupied when a new cacheable
line is fetched. This bit indicates that a line is of either “low” or “high”
importance. In a modified LRU policy, a high can replace a low, but a low
cannot replace a high. If all ways are occupied by highs, an otherwise
cacheable low will still be fetched for the core, but will not be cached.
Fetched highs seek to replace unoccupied ways first, then least recently
used lows next, and finally other highs using the LRU policy. Lows can
only replace unoccupied ways or other lows, and do so using the LRU pol-
icy. If all previously cached highs ever become less important, they may be
simultaneously transformed into lows by writing to the LRUPRIRST bit in

the IMEM_CONTROL register (see “Instruction Memory Control Register
(IMEM_CONTROL)” on page 3-9).
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Instruction Cache Locking by Way

The instruction cache has four independent lock bits (1L0C[3:0]) that
control each of the four ways of the instruction cache. When the cache is
enabled, L1 instruction memory has four ways available. Setting the lock
bit for a specific way prevents that way from participating in the LRU
replacement policy. Thus, a cached instruction, with its way locked, can
only be removed using an IFLUSH instruction, or “backdoor” MMR
assisted manipulation of the tag array.

An example sequence is provided to demonstrate how to lock down WayO0:

If the code of interest may already reside in the instruction cache,
invalidate the entire cache first (for an example, see “Instruction
Cache Invalidation” on page 3-22).

Disable interrupts, if required, to prevent Interrupt Service Rou-
tines (ISRs) from potentially corrupting the locked cache.

Set the locks for the other ways of the cache by setting 1L0C[3:1].
Only Way0 of the instruction cache can now be replaced by new
code.

Execute the code of interest. Any cacheable exceptions, such as exit
code, traversed by this code execution are also locked into the
instruction cache.

Upon exit of the critical code, clear 1L0C[3:1], and set 1LOC[0].
The critical code (and the instructions which set I1L0C[01), are now
locked into WayO.

Re-enable interrupts, if required.

If all four ways of the cache are locked, then further allocation into the
cache is prevented.
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Instruction Cache Invalidation

The instruction cache can be invalidated by an address, cache line, or a
complete cache. The IFLUSH instruction can explicitly invalidate cache
lines based on their line addresses. The target address of the instruction is
generated from the P registers. Because the instruction cache should not
contain modified (dirty) data, the cache line is simply invalidated.

In the following example, the P2 register contains the address of a valid
memory location. If this address is brought into cache, the corresponding
cache line is invalidated after the execution of this instruction.

Example of ICACHE instruction:
iflush [ p2 1 ; /* Invalidate cache Tine containing address
that P2 points to */

Because the IFLUSH instruction is used to invalidate a specific address in
the ADSP-BF54x processor processor memory map, it is impractical to
use this instruction to invalidate an entire bank of cache. A second, faster
technique can be used to invalidate an entire cache bank directly. This sec-
ond technique directly invalidates valid bits by setting the invalid bit of
each cache line to the invalid state. To implement this technique, addi-
tional MMRs (ITEST_COMMAND and ITEST_DATA[1:01) are available to allow
arbitrary read/write of all cache entries directly.

For invalidating the complete instruction cache, a third method is avail-
able. By clearing the IMC bit in the IMEM_CONTROL register (see Figure 3-2
on page 3-9), all valid bits in the instruction cache are set to the invalid
state. A second write to the IMEM_CONTROL register to set the IMC bit then
configures the instruction memory as cache again. An SSYNC should be run
before invalidating the cache and a CSYNC should be inserted after each of
these operations.
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Instruction Test Registers

The Instruction test registers allow arbitrary read/write of all L1 cache
entries directly. They make it possible to initialize the instruction tag and
data arrays and to provide a mechanism for instruction cache test, initial-
ization, and debug.

When the instruction test command register (ITEST_COMMAND) is used, the
L1 cache data or tag arrays are accessed, and data is transferred through
the instruction test data registers (ITEST_DATA[1:0]1). The ITEST_DATAx
registers contain either the 64-bit data that the access is to write to or the
64-bit data that was read during the access. The lower 32 bits are stored in
the ITEST_DATALO0] register, and the upper 32 bits are stored in the
ITEST_DATAL1] register. When the tag arrays are accessed, ITEST_DATA[0]
is used. Graphical representations of the ITEST registers begin with
Figure 3-6 on page 3-24.

The ITEST registers are described in Table 3-3.

Access to these registers is possible only in supervisor or emulation mode.
When writing to ITEST registers, always write to the ITEST_DATAx registers
first, then the ITEST_COMMAND register. When reading from ITEST registers,
reverse the sequence—read the ITEST_COMMAND register first, then the
ITEST_DATAX registers.

Table 3-3. ITEST Registers

Name Description/ Refer to

ITEST_COMMAND | Instruction test command register
For more information, see “ITEST_COMMAND Register” on

page 3-24.
ITEST_DATA1 Instruction test data 1 register

For more information, see “ITEST_DATALI Register” on page 3-25.
ITEST_DATAO Instruction test data 0 register

For more information, see “ITEST_DATAO Register” on page 3-26.
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ITEST_COMMAND Register

When the instruction test command register (ITEST_COMMAND) is written
to, the L1 cache data or tag arrays are accessed, and the data is transferred
through the instruction test data registers (ITEST_DATAL1:0]).

Instruction Test Command Register (ITEST_COMMAND)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

O0xFFEO 1300

WAYSEL[1:0] (Access way)
00 - Access Way0

01 - Access Way1

10 - Access Way2

11 - Access Way3

(Address bits [11:10] in SRAM)

15 14 13 12 11

10

8

5

4

3

2

1 0

°[o]

9 7 6
[elofofefofofefofo]ofefo]o]o]
| | |

SET[4:0] (Set Index)

Selects one of 32 sets
(Address bits [9:5] in SRAM)

[

Figure 3-6. Instruction Test Command Register

|o|0|o|o|o|o|o|0|o|o|o|o|o|o|o|o| Reset = 0x0000 0000

SBNK[1:0] (Sub-bank
Access)

00 - Access sub-bank 0
01 - Access sub-bank 1
10 - Access sub-bank 2
11 - Access sub-bank 3
(Address bits [13:12] in
SRAM)

RW (Read/Write Access)

0 - Read access
1 - Write access

TAGSELB (Array Access)
0 - Access tag array

1 - Access data array
DW[1:0] (Double Word
Index)

Selects one of four 64-bit
double words in a 256-bit
line (Address bits [4:3] in
SRAM)

3-24
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ITEST_DATA1 Register

Instruction test data registers (ITEST_DATA[1:0]) are used to access L1
cache data arrays. They contain either the 64-bit data that the access is to
write to or the 64-bit data that the access is to read from. The instruction
test data 1 register (ITEST_DATAL) stores the upper 32 bits.

Instruction Test Data 1 Register (ITEST_DATA1)

Used to access L1 cache data arrays and tag arrays. When accessing a data array, stores
the upper 32 bits of 64-bit words of instruction data to be written to or read from by the
access. See “Cache Lines” on page 3-13.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
OxFFEO 1404 |XIXIXIXIXIX|X|X|X|X|X|X|X|X|X|X| Reset = Undefined
| |
| Data[63:48]

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
D D[P [ ] x [ x [ x [ x [ x [ x] x|
| |
| Data[47:32]

When accessing tag arrays, all bits are reserved.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
|x|x|x|x|x|x|x|x|x|x|x|x|x|x|x|x| Reset = Undefined

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
DD PP D e  x [ x ¢

Figure 3-7. Instruction Test Data 1 Register
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ITEST_DATAO Register

The instruction test data 0 register (ITEST_DATAO) stores the lower 32 bits
of the 64-bit data to be written to or read from by the access. The
ITEST_DATAO register is also used to access tag arrays. This register also
contains the valid and dirty bits, which indicate the state of the cache line.

Instruction Test Data 0 Register (ITEST_DATAO)

Used to access L1 cache data arrays and tag arrays. When accessing a data array, stores the lower 32 bits of
64-bit words of instruction data to be written to or read from by the access. See “Cache Lines” on page 3-13.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

OxFFEO 1400 (XXX XXX XXX x[x]x]x[x]| Reset=uUndefined
1 |

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1

0

e e [ e [ o ]

d
|

Data[31:16]

Data[15:0]

Used to access the L1 cache tag arrays. The address tag consists of the upper 18 bits and bits 11 and 10 of the

physical address. See “Cache Lines” on page 3-13.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

DD PP x o e x o x x [ x ] x|

d

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1

e D P e e[ ¢

0
]

Tag[3:2]

Physical address

Tag[1:0]

Physical address

Figure 3-8. Instruction Test Data 0 Register

L

Reset = Undefined

Tag[19:4]
Physical address

Valid

0 - Cache line is not valid

1 - Cache line contains valid
data

LRUPRIO

0 - LRUPRIO is cleared for this
entry

1 - LRUPRIO is set for this entry.

See “ICPLB Data Registers

(ICPLB_DATAX)” on page 3-59

and “Instruction Memory Control

Register IMEM_CONTROL)” on

page 3-9.
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L1 Data Memory

The L1 data SRAM/cache is constructed from single-ported subsections,
but organized to reduce the likelihood of access collisions. This organiza-
tion results in apparent multiported behavior. When there are no
collisions, this L1 data traffic could occur in a single core clock cycle:

* Two 32-bit DAG loads

* One pipelined 32-bit DAG store
* One 64-bit DMA 1/0

*  One 64-bit cache fill/victim access

Although L1 data memory can be used to store instructions,
instructions cannot execute directly from L1 data memory.

Data Memory Control Register (DMEM_CONTROL)

The data memory control register (DMEM_CONTROL) contains control bits for
the L1 data memory. See Figure 3-9 on page 3-28.

The PORT_PREF1 bit selects the data port used to process DAG1
non-cacheable L2 fetches. Cacheable fetches are always processed by the
data port physically associated with the targeted cache memory. Steering
DAGO, DAGI, and cache traffic to different ports optimizes performance
by keeping the queue to memory other than L1 full.

The PORT_PREFO bit selects the data port used to process DAGO
non-cacheable L2 fetches. Cacheable fetches are always processed by the
data port physically associated with the targeted cache memory. Steering
DAGO, DAGI, and cache traffic to different ports optimizes performance
by keeping the queue to memory other than L1 full.
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Data Memory Control Register (DMEM_CONTROL)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

O0xFFEO 0004

[efefofofefofofofofefoofe]o]ofo]

Reset = 0x0000 1001

15 14 13 12 11 10 9 8 7 6 5 4 3 2

0

[ofefoft]ofefofefofofofofofofo]t]

L

PORT_PREF1 (DAG1 PortJ

Preference)

0 - DAG1 non-cacheable fetches
use port A

1 - DAG1 non-cacheable fetches
use port B

PORT_PREFO0 (DAGO Port

Preference)

0 - DAGO non-cacheable fetches
use port A

1 - DAGO non-cacheable fetches
use port B

DCBS (L1 Data Cache Bank Select)

Valid only when DMC[1:0] = 11 for ADSP-BF54x

processor. Determines whether Address bit A[14]

or A[23] is used to select the L1 data cache bank.

0 - Address bit 14 is used to select Bank A or B
for cache access. If bit 14 of address is 1,
select L1 data memory data bank A; if bit 14
of address is 0, select L1 data memory Data
Bank B.

1 - Address bit 23 is used to select Bank A or B for
cache access. If bit 23 of address is 1, select
L1 data memory data bank A; if bit 23 of
address is 0, select L1 data memory Data
Bank B.

See “Example of Mapping Cacheable Address

Space into Data Banks” on page 3-34.

Figure 3-9. L1 Data Memory Control Register

I
|— ENDCPLB (Data Cacheability

Protection Lookaside Buffer

Enable)

0 - CPLBs disabled. Minimal
address checking only

1 - CPLBs enabled

DMC[1:0] (L1 data memory
Configure)

00 - Both data banks are
SRAM, also invalidates all
cache lines if previously
configured as cache

01 - Reserved

10 - data bank A is lower
16K byte SRAM, upper
16K byte cache
data bank B is SRAM

11 - Both data banks are
lower 16K byte SRAM,
upper 16K byte cache

For optimal performance with dual DAG reads, DAGO and DAG1 should
be configured for different ports. For example, if PORT_PREFO is configured
as 1, then PORT_PREF1 should be programmed to 0.
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The DCBS bit provides some control over which addresses alias into the
same set. This bit can be used to affect which addresses tend to remain res-
ident in cache by avoiding victimization of repetitively used sets. It has no
affect unless both data bank A and data bank B are serving as cache (bits
DMC[1:0] in this register are set to 11).

The ENDCPLB bit is used to enable/disable the 16 cacheability protection
lookaside buffers (CPLBs) used for data (see “L1 Data Cache” on

page 3-33). Data CPLBs are disabled by default after reset. When dis-
abled, only minimal address checking is performed by the L1 memory
interface. This minimal checking generates an exception when the
processor:

* Addresses nonexistent (reserved) L1 memory space
e Attempts to perform a nonaligned memory access

* Attempts to access MMR space either using DAG1 or when in user
mode

e Attempts to write the on-chip boot ROM

CPLBs must be disabled using this bit prior to updating their descriptors
(registers DCPLB_DATAx and DCPLB_ADDRx). Note that since load store order-
ing is weak (see “Ordering of Loads and Stores” on page 3-72), disabling
CPLBs should be preceded by a CSYNC instruction, and enabling CPLBs
should be followed by a CSYNC instruction in order to ensure predictable
behavior.

When enabling or disabling cache or CPLBs, immediately follow
the write to DMEM_CONTROL with a SSYNC to ensure proper behavior.
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By default after reset, all L1 data memory serves as SRAM. The dMC[1:0]
bits can be used to reserve portions of this memory to serve as cache
instead. Reserving memory to serve as cache does not enable memory
other than L1 accesses to be cached. To do this, CPLBs must also be
enabled (using the ENDCPLB bit) and CPLB descriptors (registers

DCPLB_DATAx and DCPLB_ADDRx) must specify chosen memory pages as
cache-enabled.

By default after reset, cache and CPLB address checking is disabled.

To ensure proper behavior and future compatibility, all reserved
bits in this register must be set to 0 whenever this register is
written.

L1 Data SRAM

Accesses to SRAM do not collide unless they are to the same 32-bit word
polarity (address bits 2 match), the same 4K byte sub-bank (address bits
13 and 12 match), the same 16K byte half-bank (address bits 16 match),
and the same bank (address bits 21 and 20 match). When an address colli-
sion is detected, access is nominally granted first to the DAGs, then to the
store buffer, and finally to the DMA and cache fill/victim traffic. To
ensure adequate DMA bandwidth, DMA is given highest priority if it is
blocked for more than 16 sequential core clock cycles, or if a second DMA
/0O is queued before the first DMA 1/O is processed.

Table 3-4 shows how the subbank organization is mapped into memory.

3-30 ADSP-BF54x Blackfin Processor Hardware Reference



Table 3-4. L1 Data Memory SRAM Sub-bank Start Addresses

Memory

Memory Bank and Sub-bank

Start Address

Data Bank A, Sub-bank 0

0xFF80 0000

Data Bank A, Sub-bank 1

0xFF80 1000

Data Bank A, Sub-bank 2

0xFF80 2000

Data Bank A, Sub-bank 3

0xFF80 3000

Data Bank A, Sub-bank 4

0xFF80 4000

Data Bank A, Sub-bank 5

0xFF80 5000

Data Bank A, Sub-bank 6

0xFF80 6000

Data Bank A, Sub-bank 7

0xFF80 7000

Data Bank B, Sub-bank 0

0xFF90 0000

Data Bank B, Sub-bank 1

0xFF90 1000

Data Bank B, Sub-bank 2

0xFF90 2000

Data Bank B, Sub-bank 3

0xFF90 3000

Data Bank B, Sub-bank 4

0xFF90 4000

Data Bank B, Sub-bank 5

0xFF90 5000

Data Bank B, Sub-bank 6

0xFF90 6000

Data Bank B, Sub-bank 7

0xFF90 7000

Figure 3-10 on page 3-32 shows the L1 data memory architecture.
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Figure 3-10. L1 Data Memory Architecture
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L1 Data Cache

For definitions of cache terminology, see “Terminology” on page 3-79.

When data cache is enabled (controlled by bits DMC[1:0] in the
DMEM_CONTROL register), either 16K byte of data bank A or 16K byte of
both data bank A and data bank B can be set to serve as cache.

For the ADSP-BF54x processor processor, the upper 16K byte is used.
Unlike instruction cache, which is 4-way set associative, data cache is
2-way set-associative. When two banks are available and enabled as cache,
additional sets rather than ways are created. When both data bank A and
data bank B have memory serving as cache, the DCBS bit in the
DMEM_CONTROL register may be used to control which half of all address
space is handled by which bank of cache memory. The DCBS bit selects
either address bit 14 or 23 to steer traffic between the cache banks. This
provides some control over which addresses alias into the same set. It may
therefore be used to affect which addresses tend to remain resident in
cache by avoiding victimization of repetitively used sets.

Accesses to cache do not collide unless they are to the same 4K byte sub-
bank (address bits 13 and 12 match), the same half bank (address bits 16
match), and to the same bank (address bits 21 and 20 match). Cache has
less apparent multiported behavior due to the overhead in maintaining
tags. When cache addresses collide, access is granted first to the DTEST reg-
ister accesses, then to the store buffer, and finally to cache fill/victim
traffic.

Three different cache modes are available:
*  Write-through with cache line allocation only on reads
* Write-through with cache line allocation on both reads and writes

e Write-back which allocates cache lines on both reads and writes
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Cache mode is selected by the DCPLB descriptors (see “Memory Protection
and Properties” on page 3-51). Any combination of these cache modes can
be used simultaneously since cache mode is selectable for each memory

page independently.

If cache is enabled (controlled by bits DMCL1:0] in the DMEM_CONTROL regis-
ter), data CPLBs should also be enabled (controlled by ENDCPLB bit in the
DMEM_CONTROL register). Only memory pages specified as cacheable by data
CPLBs are cached. The default behavior is no caching when data CPLBs
are disabled.

Erroneous behavior can result when MMR space is configured as
cacheable by data CPLBs, or when data banks serving as L1 SRAM
are configured as cacheable by data CPLBs.

Example of Mapping Cacheable Address
Space into Data Banks

An example of how the cacheable address space maps into two data banks
follows.

When both banks are configured as cache on the ADSP-BF54x processor
processor, they operate as two independent, 16K byte, 2-way set associa-

tive caches that can be independently mapped into the Blackfin processor
address space.

If both data banks are configured as cache, the DCBS bit in the
DMEM_CONTROL register designates address bit A[14] or A[23] as the cache
selector. Address bit AL14] or A[23] selects the cache implemented by data
bank A or the cache implemented by data bank B.
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e IfDCBS =0, then A[14] is part of the address index, and all
addresses in which A[14] = 0 use data bank A. All addresses in
which A[14] = 1 use data bank B.

* In this case, A[23] is treated as merely another bit in the address
that is stored with the tag in the cache and compared for hit/miss
processing by the cache.

e IfDCBS =1, then A[23] is part of the address index, and all
addresses where A[23] = 0 use data bank A. All addresses where
AL23] = 1 use data bank B.

* In this case, A[14] is treated as merely another bit in the address
that is stored with the tag in the cache and compared for hit/miss
processing by the cache.

The result of choosing DCBS = 0 or DCBS =1 is:
e IfDCBS =0, A[14] selects data bank A instead of data bank B.

* Alternating 16K byte pages of memory map into each of the two
16K byte caches implemented by the two data banks.
Consequently:

* Any data in the first 16K byte of memory could be stored
only in data bank A.

* Any data in the next address range (16K byte through 32K
byte) — 1 could be stored only in data bank B.

* Any data in the next range (32K byte through 48K byte) — 1
would be stored in data bank A.

* Alternate mapping would continue.
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* Asaresult, the cache operates as if it were a single, contiguous,
2-way set associative 32K byte cache. Each way is 16K byte long,
and all data elements with the same first 14 bits of address index to
a unique set in which up to two elements can be stored (one in each

way).
e IfDCBS =1, A[23] selects data bank A instead of data bank B.

e With DCBS = 1, the system functions more like two independent
caches, each a 2-way set associative 16K byte cache. Each Bank
serves an alternating set of 8M byte blocks of memory. For exam-
ple, data bank A caches all data accesses for the first 8M byte of
memory address range. That is, every 8M byte of range vies for the
two line entries (rather than every 16K byte repeat). Likewise, data
bank B caches data located above 8M byte and below 16M byte.

* For example, if the application is working from a data set that is 1
Mbyte long and located entirely in the first 8M byte of memory, it
is effectively served by only half the cache, that is, by data bank A
(a 2-way set associative 16K byte cache). In this instance, the appli-
cation never derives any benefit from data bank B.

@ For most applications, it is best to operate with DCBS = 0.

However, if the application is working from two data sets, located in two
memory spaces at least 8 Mbyte apart, closer control over how the cache
maps to the data is possible. For example, if the program is doing a series
of dual MAC operations in which both DAGs are accessing data on every
cycle, by placing DAGO’s data set in one block of memory and DAG1’s
data set in the other, the system can ensure that:

* DAGO gets its data from data bank A for all of its accesses,
* DAGI gets its data from data bank B.
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This arrangement causes the core to use both data buses for cache line
transfer and achieves the maximum data bandwidth between the cache
and the core.

Figure 3-11 shows an example of how mapping is performed when
DCBS = 1.

WAY0 WAY1

sMB

/

DATA BANK B

el

sMB

8MB ™
g
B /

Figure 3-11. Data Cache Mapping When DCBS =1

DATA BANK A

WAY0 WAY1

The DCBS selection can be changed dynamically; however, to ensure
that no data is lost, first flush and invalidate the entire cache.

Data Cache Access

The cache controller tests the address from the DAGs against the tag bits.
If the logical address is present in L1 cache, a cache hit occurs, and the
data is accessed in L1. If the logical address is not present, a cache miss
occurs, and the memory transaction is passed to the next level of memory
through the system interface. The line index and replacement policy for
the cache controller determines the cache tag and data space that are allo-
cated for the data coming back from memory other than L1.
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A data cache line is in one of three states: invalid, exclusive (valid and
clean), and modified (valid and dirty). If valid data already occupies the
allocated line and the cache is configured for write-back storage, the con-
troller checks the state of the cache line and treats it accordingly:

* If the state of the line is exclusive (clean), the new tag and data
write over the old line.

 If the state of the line is modified (dirty), then the cache contains
the only valid copy of the data.

 If the line is dirty, the current contents of the cache are copied back
to memory other than L1 before new data is written to the cache.

The processor provides victim buffers and line fill buffers. These buffers
are used if a cache load miss generates a victim cache line that should be
replaced. The line fill operation goes to memory other than L1. The data
cache performs the line fill request to the system as critical (or requested)
word first, and forwards that data to the waiting DAG as it updates the
cache line. In other words, the cache performs critical word forwarding.

The data cache supports hit-under-a-store miss, and hit-under-a-prefetch
miss. In other words, on a write-miss or execution of a PREFETCH instruc-
tion that misses the cache (and is to a cacheable region), the instruction
pipeline incurs a minimum of a four-cycle stall. Furthermore, a subse-
quent load or store instruction can hit in the L1 cache while the line fill
completes.

Interrupts of sufficient priority (relative to the current context) cancel a
stalled load instruction. Consequently, if the load operation misses the L1
data memory cache and generates a high-latency line fill operation on the
system interface, it is possible to interrupt the core, causing it to begin
processing a different context. The system access to fill the cache line is
not cancelled, and the data cache is updated with the new data before any
further cache miss operations to the respective data bank are serviced. For
more information see “System Interrupts” on page 6-1.
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Cache Write Method

Cache write memory operations can be implemented by using either a
write-through method or a write-back method:

* For each store operation, write-through caches initiate a write to
memory other than L1 immediately upon the write to cache.

 If the cache line is replaced or explicitly flushed by software, the
contents of the cache line are invalidated rather than written back
to memory other than L1.

* A write-back cache does not write to memory other than L1 until
the line is replaced by a load operation that needs the line.

The L1 data memory employs a full-cache, line-width copyback
buffer on each data bank.

Write Buffers

Two separate write buffers are provided. These buffers allow stores to slow
external memory to continue without causing stores to higher-speed
on-chip memory other than L1 to stall. Which buffer is used is deter-
mined by the CPLB_MEMLEV bit in the data memory page’s CPLBs. See
“Memory Protection and Properties” on page 3-51.

These two write buffers in the L1 data memory accept all stores with each
cache inhibited or store-through protection.

@ An SSYNC instruction flushes the write buffers.
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Interrupt Priority Register (IPRIO) and Write Buffer Depth

The interrupt priority register (IPRI0) can be used to control the size of
the high priority write buffer on port A (see Figure 3-10 on page 3-32).

Interrupt Priority Register (IPRIO)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
0XFFE0 2110 |o|o|o|o|o|o|o|o|o|o|o|o|o|o|o|o| Reset = 0x0000 0000

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
[efofefofefofefofofofefo o o]0 o]

\—|:I IPRIO_MARK (Priority

Watermark)

0000 - Default, all interrupts
are low priority

0001 - Interrupts 15 through 1
are low priority, interrupt
0 is considered high
priority

0010 - Interrupts 15 through 2
are low priority,
interrupts 1 and 0 are
considered high priority

1110 - Interrupts 15 and 14
are low priority,
interrupts 13 through 0
are considered high
priority

1111 - Interrupt 15 is low
priority, all others are
considered high priority

Figure 3-12. Interrupt Priority Register

The IPRIOL3:0] bits can be programmed to reflect the low priority inter-
rupt watermark. When an interrupt occurs, causing the processor to
vector from a low priority interrupt service routine to a high priority inter-
rupt service routine, the size of the low priority write buffer increases from
two to eight 32-bit words deep. This allows the interrupt service routine
to run and post writes without an initial stall, in the case where the low
priority write buffer was already filled in the low priority interrupt rou-
tine. This is most useful when posted writes are to a slow external memory
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device. When returning from a high priority interrupt service routine to a
low priority interrupt service routine or user mode, the core stalls until the
write buffer has completed the necessary writes to return to a two-deep
state. By default, the low priority write buffer is a fixed two-deep FIFO.

Data Cache Control Instructions

The processor defines three data cache control instructions that are acces-
sible in user and supervisor modes. The instructions are PREFETCH, FLUSH,
and FLUSHINV.

e PREFETCH (data cache prefetch) attempts to allocate a line into the
L1 cache. If the prefetch hits in the cache, generates an exception,
or addresses a cache inhibited region, PREFETCH functions like a
NOP.

* FLUSH (data cache flush) causes the data cache to synchronize the
specified cache line with memory other than L1. If the cached data
line is dirty, the instruction writes the line out and marks the line
clean in the data cache. If the specified data cache line is already
clean or does not exist, FLUSH functions like a NOP.

® FLUSHINV (data cache line flush and invalidate) causes the data
cache to perform the same function as the FLUSH instruction and
then invalidate the specified line in the cache. If the line is in the
cache and dirty, the cache line is written out to memory other than
L1. The valid bit in the cache line is then cleared. If the line is not
in the cache, FLUSHINV functions like a NOP.

If software requires synchronization with system hardware, place an SSYNC
instruction after the FLUSH instruction to ensure that the flush operation
has completed. If ordering is desired to ensure that previous stores have
been pushed through all the queues, place an SSYNC instruction before the
FLUSH.
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Data Cache Invalidation

Besides the FLUSHINV instruction, two additional methods are available to
invalidate the data cache when flushing is not required. The first tech-
nique directly invalidates valid bits by setting the Invalid bit of each cache
line to the invalid state. To implement this technique, additional MMRs
(DTEST_COMMAND and DTEST_DATA[1:0]) are available to allow arbitrary
reads/writes of all the cache entries directly.

For invalidating the complete data cache, a second method is available. By
clearing the DMC[1:0] bits in the DMEM_CONTROL register (see Figure 3-9 on
page 3-28), all valid bits in the data cache are set to the invalid state. A
second write to the DMEM_CONTROL register sets the DMC[1:0] bits to their
previous state then configures the data memory back to its previous
cache/SRAM configuration. An SSYNC instruction should be run before
invalidating the cache and a CSYNC instruction should be inserted after
each of these operations.

Data Test Registers

Like L1 instruction memory, L1 data memory contains additional MMRs
to allow arbitrary reads/writes of all cache entries directly. The registers
provide a mechanism for data cache test, initialization, and debug.

When the data test command register (DTEST_COMMAND) is written to, the
L1 cache data or tag arrays are accessed and data is transferred through the
data test data registers (DTEST_DATA[1:01). The DTEST_DATA[1:0] registers
contain the 64-bit data to be written, or they contain the destination for
the 64-bit data read. The lower 32 bits are stored in the DTEST_DATA[0]
register and the upper 32 bits are stored in the DTEST_DATA[1] register.
When the tag arrays are accessed, the DTEST_DATA[0] register is used.

A CSYNC instruction is required after writing the DTEST_COMMAND
MMR.
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The DTEST registers are described in the following subsections.

Table 3-5. DTEST Registers

Name Description/ Refer to

DTEST_COMMAND Data test command register

For more information, see “Data Test Command Register

(DTEST_COMMAND)” on page 3-44.
DTEST_DATA1 Data test data 1 register

For more information, see “Data Test Data 1 Register
(DTEST_DATAL)” on page 3-45.
DTEST_DATAO Data test data 0 register

For more information, see “Data Test Data 0 Register

(DTEST_DATAO0)” on page 3-46.

Access to these registers is possible only in supervisor or emulation mode.

When writing to DTEST registers, always write to the DTEST_DATA registers
first, then the DTEST_COMMAND register.
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Data Test Command Register (DTEST_COMMAND)

When the data test command register (D0TEST_COMMAND) is written to, the
L1 cache data or tag arrays are accessed, and the data is transferred
through the data test data registers (DTEST DATAL1:0]).

®

The data/instruction access bit allows direct access by way of the
DTEST_COMMAND MMR to L1 instruction SRAM. Note that L1
instruction ROM is not directly accessible. Instruction ROM is
accessible only through instruction fetches or DMA accesses.

Data Test Command Register (DTEST_COMMAND)

0xFFEO 0300

Access way/Instruction
Address Bit 11

0 - Access WayO/Instruction bit 1
1 - Access Way1/Instruction bit 1
Data/lnstruction Access
0 - Access Data

1 - Access Instruction

Data Bank Access

31 30 20 28 27 26 25 24 23 22 21 20 19 18 17 16
|x|x|x|x|x|x|x|x|x|x|x|x|x|x|x|x| Reset = Undefined

0 Sub-bank Access[1:0]
1 (SRAM ADDR[13:12])

00 - Access sub-bank 0
01 - Access sub-bank 1
10 - Access sub-bank 2
11 - Access sub-bank 3

0 - Access Data Bank A / instruction memory 0xFFAO 0000
1 - Access Data Bank B/ instruction memory OxFFAO 8000

Data Cache Select/

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
DD PP x e P x [ x ]
|

Read/Write Access

Address Bit 14 0- Regd access

0 - Reserved for data memory Access / 1 - Write access
Instruction bit 14=0 Array Access

1 - Selects Data Cache Bank / 0 - Access tag array
Instruction bit 14 = 1 1 - Access data array

Set Index[5:0]
Selects one of 64 sets

Double Word Index[1:0]

Selects one of four 64-bit
double words in a 256-bit line

Figure 3-13. Data Test Command Register
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Data Test Data 1 Register (DTEST_DATAT1)

Data test data registers (DTEST_DATA[1:01) contain the 64-bit data to be
written, or they contain the destination for the 64-bit data read. The data
test data 1 register (DTEST_DATAL) stores the upper 32 bits.

Data Test Data 1 Register (DOTEST_DATAT1)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
0xFFEO 0404 |x|x|xlx|x|x|x|x|x|x|x|x|x|x|x|x|
| |

D XD TAA

When accessing tag arrays, all bits are reserved.

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
DD PP e x [ x] ¢

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
DD PP e x [ x ] x]

Figure 3-14. Data Test Data 1 Register

Reset = Undefined

Data[63:48]

Data[47:32]

Reset = Undefined
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Data Test Data 0 Register (DTEST_DATAO)

The data test data 0 register (DTEST_DATAO) stores the lower 32 bits of the
64-bit data to be written, or it contains the lower 32 bits of the destina-
tion for the 64-bit data read.

The DTEST_DATAO register is also used to access the tag arrays and contains
the valid and dirty bits, which indicate the state of the cache line.

Data Test Data 0 Register (DTEST_DATAO)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
0xFFEO 0400 |x|x|x|x|x|x|x|x|x|x|x|x|x|x|x|x| Reset = Undefined
[ |

| Data[31:16]
1514 13 12 11 10 9 8 7 6 5 4 3 2 1 0
!x|x|x|x|x|x|x|xlxlxlxlxlxlxlxlx!

| Data[15:0]

Used to access the L1 cache tag arrays. The address tag consists of the upper 18 bits
and bit 11 of the physical address. See “Cache Lines” on page 3-13.
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
D x Pxfxfx x [ x[x[x]x [ x[x[x[x[x] Reset=Undefined
| |
| Tag[18:3]

Physical address

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O
D X e e x [ x [ ¢

Tag[2:1
Phg[' I] dd yaiid
T Ysr'ﬁa address 0 - Cache line invalid

ag([0] 1 - Cache line valid
Physical address .

Dirty
LRU . e
) 0 - Cache line unmodified

0 - WayO is the least since it was copied from
recently uged source memory
1 - Way1 is the least 1 - Cache line modified
recently used after it was copied

from source memory

Figure 3-15. Data Test Data 0 Register

3-46 ADSP-BF54x Blackfin Processor Hardware Reference



Memory

On-Chip Level 2 (L2) Memory

Configured as SRAM, the on-chip Level 2 (L2) memory of the
ADSP-BF54x processor processor provides 128K byte of low latency, high
bandwidth storage capacity. For systems that use some ADSP-BF54x pro-
cessor processor L1 memory as cache, the on-chip L2 SRAM memory
system can help provide deterministic, bounded memory access times.

Simultaneous access to the multi-banked, on-chip memory other than L1
architecture from the cores and system DMA can occur in parallel, pro-
vided they access different banks. A fixed-priority arbitration scheme
resolves conflicts. The on-chip system DMA controllers share a dedicated
32-bit data path into the memory other than L1 system. This interface
operates at SCLK frequency. Dedicated L2 access from the processor core is
also supported.

The processor core has a dedicated, low latency, 64-bit data path into the
L2 SRAM memory. At a core clock frequency of 600 MHz, the peak data
transfer rate across this interface is 4.8G byte/second.

On-Chip L2 Bank Access

The L2 is divided into eight separate 16K sub-banks. Two L2 access ports,
a processor core port and a system port, are provided to allow concurrent
access to the L2, provided the two ports access different memory
sub-banks. If simultaneous access to the same memory sub-bank is
attempted, collision detection logic in the L2 provides arbitration. This is
a fixed priority arbiter; the DMA port always has the highest priority,
unless the core is granted access to the sub-bank for a burst transfer. In
this case, the L2 finishes the burst transfer before the system bus is granted
access.
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Latency

When cache is enabled, the bus between the core and L2 is fully pipelined
for contiguous burst transfers. The cache line fill from on-chip memory
behaves the same for instruction and data fetches. Operations that miss
the cache trigger a cache line replacement. This replacement fills one
256-bit (32-byte) line with four 64-bit reads. Under this condition, the L1
cache line fills from the L2 SRAM in 9+2+2+2=15 cycles. In other words,
after nine core cycles, the first 64-bit (8-byte) fill is available for the pro-
cessor. Figure 3-16 shows an example of L2 latency with cache on.

[a]B Jc b (: | A |B [C
T+9 ABCD READY EJF ]G |H
INSTRUCTION ALIGNMENT UNIT TO EXECUTE L2 MEMORY
E[F e[ n][ A8 ]c o L LK
T+11 EFGH READY M N | O

INSTRUCTION ALIGNMENT UNIT TO EXECUTE

T+13 UKL READY
TO EXECUTE

T+10 A EXECUTES
T+15 MNOP READY

T+11 B EXECUTES TO EXECUTE

T+12 C EXECUTES
NOTE: AFTER F EXECUTES, GHIJKLMNOP EXECUTE

T+13 D EXECUTES ON CONSECUTIVE CYCLES.
S AFTER P IS IN PIPELINE, NEW CACHE
T+15 F EXECUTES LINE FILL IS INITIATED.
L
T+14 E EXECUTES EACH INSTRUCTION FETCH IS 32 BYTES
E[F Je [u] 1 Ju [x]uL 64 BITS 64 BITS 64 BITS 64 BITS
INSTRUCTION ALIGNMENT UNIT CYCLES T+9 T+11 TH13 T+15

Figure 3-16. L2 Latency With Cache On
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In this example, at the end of 15 core cycles, 32 bytes of instructions or
data have been brought into cache and are available to the sequencer. If all
the instructions contain 16 bits, sixteen instructions are brought into
cache at the end of 15 cycles. In addition, the first instruction that is part
of the cache line fill executes on the tenth cycle; the second instruction
executes on the eleventh cycle, and the third instruction executes on the
twelfth cycle—all of them in parallel with the cache line fill.

Each cache line fill is aligned on a 32-byte boundary. When the requested
instruction or data is not 32-byte aligned, the requested item is always
loaded in the first read; each read is forwarded to the core as the line is
filled. Sequential memory accesses miss the cache only when they reach
the end of a cache line.

When on-chip L2 is configured as non-cacheable, instruction fetches and
data fetches occur in 64-bit fills. In this case, each fill takes seven core
cycles to complete. As shown in Figure 3-17 on page 3-50, on-chip L2 is
configured as non-cacheable. To illustrate the concept of L2 latency with
cache off, simple instructions are used that do not require additional
external data fetches. In this case, consecutive instructions are issued on
consecutive cycles if multiple instructions are brought into the core in a
given fetch.

One Time Programmable Memory

The ADSP-BF54x processor processor also includes an on-chip OTP
memory array which provides 64K bits of non-volatile memory that can
be programmed by the customer only one time. It includes the array and
logic to support read access and programming. A mechanism for error cor-
rection is provided. Additionally, its pages can be write protected. The
OTP is not part of the Blackfin processor linear memory map. OTP mem-
ory is not accessed directly using the Blackfin processor memory map,
rather, it is accessed through four 32-bit wide registers (0TP_DATAO-3)
which act as the OTP memory read/write buffer.
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Because OTP memory usage is required for usage of the security features
of the ADSP-BF54x processor processor, OTP memory is described in
Chapter 4, One-Time Programmable Memory. Note that OTP memory
has many other uses besides support for security.

[A]elc [ol< [A[B[]clD
INSTRUCTION ALIGNMENT UNIT E F | G|H
T+9 ABCD READY L2 MEMORY
TO EXECUTE | 3 T
E|[F[cg [H][A]B[c][D | o [ k]
M INSTRUCTION ALIGNMENT UNIT

T+10 A EXECUTES

T+11 B EXECUTES

T+12 C EXECUTES
T+13 D EXECUTES

~
T+18 E EXECUTES EACH INSTRUCTION FETCH IS 64 BITS
E[FJcg [ H][1 Ju [K]L | 4 BITS
INSTRUCTION ALIGNMENT UNIT
CYCLES T T+9

Figure 3-17. L2 Latency With Cache Off

External Memory

The external memory space is shown in Figure 3-1 on page 3-4. One of
the memory regions is dedicated to two banks of SDRAM support. The
size of each SDRAM bank is programmable and can range in size from

16M byte to 256M byte. The start address of the bank is 0x0000 0000.
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Each of the next four banks contains 64M byte and is dedicated to sup-
port asynchronous memories. The start address of the asynchronous
memory bank is 0x2000 0000.

Memory Protection and Properties

This section describes the memory management unit (MMU), memory
pages, CPLB management, MMU management, and CPLB registers.

Memory Management Unit

The Blackfin processor contains a page-based memory management unit
(MMU). This mechanism provides control over cacheability of memory
ranges, as well as management of protection attributes at page level. The
MMU provides great flexibility in allocating memory and I/O resources
between tasks, with complete control over access rights and cache
behavior.

The MMU is implemented as two 16-entry content addressable memory
(CAM) blocks. Each entry is referred to as a cacheability protection looka-
side buffer (CPLB) descriptor. When enabled, every valid entry in the
MMU is examined on any fetch, load, or store operation to determine
whether there is a match between the address being requested and the page
described by the CPLB entry. If a match occurs, the cacheability and pro-
tection attributes contained in the descriptor are used for the memory
transaction with no additional cycles added to the execution of the
instruction.

Because L1 memories are separated into instruction and data memories,
the CPLB entries are also divided between instruction and data CPLBs.
Sixteen CPLB entries are used for instruction fetch requests; these are
called ICPLBs. Another sixteen CPLB entries are used for data transac-
tions; these are called DCPLBs. The ICPLBs and DCPLBs are enabled by

setting the appropriate bits in the L1 instruction memory Control
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(IMEM_CONTROL) and L1 data memory control (DMEM_CONTROL) registers,
respectively. These registers are shown in Figure 3-2 on page 3-9 and
Figure 3-9 on page 3-28.

Each CPLB entry consists of a pair of 32-bit values. For instruction
fetches:

* ICPLB_ADDR[n] defines the start address of the page described by
the CPLB descriptor.

* ICPLB_DATALn] defines the properties of the page described by the
CPLB descriptor.

For data operations:

e DCPLB_ADDRLm] defines the start address of the page described by
the CPLB descriptor.

* DCPLB_DATALm] defines the properties of the page described by the
CPLB descriptor.

There are two default CPLB descriptors for data accesses to the scratchpad
data memory and to the system and core MMR space. These default
descriptors define the above space as non-cacheable, so that additional
CPLBs do not need to be set up for these regions of memory.

If valid CPLBs are set up for this space, the default CPLBs are

ignored.
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Memory Pages

The 4G byte address space of the processor can be divided into smaller
ranges of memory or I/O referred to as memory pages. Every address
within a page shares the attributes defined for that page. The architecture
supports four different page sizes:

e 1K byte
* 4K byte
* 1M byte
* 4M byte

Different page sizes provide a flexible mechanism for matching the map-
ping of attributes to different kinds of memory and I/0O.

Memory Page Attributes

Each page is defined by a two-word descriptor, consisting of an address
descriptor word xCPLB_ADDR[n] and a properties descriptor word
xCPLB_DATALn]. The address descriptor word provides the base address of
the page in memory. Pages must be aligned on page boundaries that are an
integer multiple of their size. For example, a 4M byte page must start on
an address divisible by 4M byte; whereas a 1K byte page can start on any
1K byte boundary. The second word in the descriptor specifies the other
properties or attributes of the page. These properties include:

* DPage size
* 1K byte, 4K byte, 1M byte, 4M byte

* Cacheable/non-cacheable
Accesses to this page use the L1 cache or bypass the cache.
If cacheable: write-through/write-back data writes propagate
directly to memory or are deferred until the cache line is reallo-
cated. If write-through, allocate on read-only, or read and write.
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* Dirty/modified
The data memory in this page has changed since the CPLB was last
loaded.

* Supervisor write access permission
Enables or disables writes to this page when in supervisor mode.
Data pages only.

* User write access permission
Enables or disables writes to this page when in user mode.
Data pages only

* User read access permission
Enables or disables reads from this page when in user mode

e Valid
Check this bit to determine whether this is valid CPLB data

e Lock
Keep this entry in MMR; do not participate in CPLB replacement
policy.

Page Descriptor Table

For memory accesses to utilize the cache when CPLBs are enabled for
instruction access, data access, or both, a valid CPLB entry must be avail-
able in an MMR pair. The MMR storage locations for CPLB entries are
limited to 16 descriptors for instruction fetches and 16 descriptors for
data load and store operations.

For small and/or simple memory models, it may be possible to define a set
of CPLB descriptors that fit into these 32 entries, cover the entire address-
able space, and never need to be replaced. This type of definition is
referred to as a static memory management model.
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However, operating environments commonly define more CPLB descrip-
tors to cover the addressable memory and I/O spaces than can fit into the
available on-chip CPLB MMRs. When this happens, a memory-based
data structure, called a page descriptor table, is used; in it can be stored all
the potentially required CPLB descriptors. The specific format for the
page descriptor table is not defined as part of the Blackfin processor archi-
tecture. Different operating systems, which have different memory
management models, can implement page descriptor table structures that
are consistent with the OS requirements. This allows adjustments to be
made between the level of protection afforded versus the performance
attributes of the memory-management support routines.

CPLB Management

When the Blackfin processor issues a memory operation for which no
valid CPLB (cacheability protection look aside buffer) descriptor exists in
an MMR pair, an exception occurs that places the processor into supervi-
sor mode and vectors to the MMU exception handler (see “System
Interrupts” on page 6-1 for more information). The handler is typically
part of the operating system (OS) kernel that implements the CPLB
replacement policy.

Before CPLBs are enabled, valid CPLB descriptors must be in place
for both the page descriptor table and the MMU exception han-
dler. The L0oCK bits of these CPLB descriptors are commonly set so
they are not inadvertently replaced in software.

The handler uses the faulting address to index into the page descriptor
table structure to find the correct CPLB descriptor data to load into one of
the on-chip CPLB register pairs. If all on-chip registers contain valid
CPLB entries, the handler selects one of the descriptors to be replaced,
and the new descriptor information is loaded. Before loading new descrip-
tor data into any CPLBs, the corresponding group of 16 CPLBs must be
disabled using:
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* The enable DCPLB (ENDCPLB) bit in the DMEM_CONTROL register for
data descriptors, or

* The enable ICPLB (ENICPLB) bit in the IMEM_CONTROL register for
instruction descriptors

The CPLB replacement policy and algorithm used are the responsibility of
the system MMU exception handler. This policy, which is dictated by the
characteristics of the operating system, usually implements a modified
LRU (least recently used) policy, a round-robin scheduling method, or
pseudo random replacement.

After the new CPLB descriptor is loaded, the exception handler returns,
and the faulting memory operation is restarted. This operation should
now find a valid CPLB descriptor for the requested address, and it should

proceed normally.

A single instruction may generate an instruction fetch as well as one or
two data accesses. It is possible that more than one of these memory oper-
ations references data for which there is no valid CPLB descriptor in an
MMR pair. In this case, the exceptions are prioritized and serviced in this
order:

* Instruction page miss
* A page miss on DAGO
* A page miss on DAGI

MMU Application

Memory management is an optional feature in the Blackfin processor
architecture. Its use is predicated on the system requirements of a given
application. Upon reset, all CPLBs are disabled, and the memory manage-
ment unit (MMU) is not used.
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If all L1 memory is configured as SRAM, then the data and instruction
MMU functions are optional, depending on the application’s need for
protection of memory spaces either between tasks or between user and
supervisor modes. To protect memory between tasks, the operating system
can maintain separate tables of instruction and/or data memory pages
available for each task and make those pages visible only when the relevant
task is running. When a task switch occurs, the operating system can
ensure the invalidation of any CPLB descriptors on chip that should not
be available to the new task. It can also preload descriptors appropriate to
the new task.

For many operating systems, the application program is run in user mode
while the operating system and its services run in supervisor mode. It is
desirable to protect code and data structures used by the operating system
from inadvertent modification by a running user mode application. This
protection can be achieved by defining CPLB descriptors for protected
memory ranges that allow write access only when in supervisor mode. If a
write to a protected memory region is attempted while in user mode, an
exception is generated before the memory is modified. Optionally, the
user mode application may be granted read access for data structures that
are useful to the application. Even supervisor mode functions can be
blocked from writing some memory pages that contain code that is not
expected to be modified. Because CPLB entries are MMRs that can be
written only while in supervisor mode, user programs cannot gain access
to resources protected in this way.

If either the L1 instruction memory or the L1 data memory is configured
partially or entirely as cache, the corresponding CPLBs must be enabled.
When an instruction generates a memory request and the cache is enabled,
the processor first checks the ICPLBs to determine whether the address
requested is in a cacheable address range. If no valid ICPLB entry in an
MMR pair corresponds to the requested address, an MMU exception is
generated to obtain a valid ICPLB descriptor to determine whether the
memory is cacheable or not. As a result, if the L1 instruction memory is
enabled as cache, then any memory region that contains instructions must
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have a valid ICPLB descriptor defined for it. These descriptors must either
reside in MMRs at all times or be resident in a memory-based page
descriptor table that is managed by the MMU exception handler. Like-
wise, if either or both L1 data banks are configured as cache, all potential
data memory ranges must be supported by DCPLB descriptors.

Before caches are enabled, the MMU and its supporting data struc-

tures must be set up and enabled.

Examples of Protected Memory Regions

In Figure 3-18, a starting point is provided for basic CPLB allocation for
instruction and data CPLBs. Note some ICPLBs and DCPLBs have com-
mon descriptors for the same address space.

L1 INSTRUCTION: NON-CACHEABLE
1 MB PAGE

L2 MEMORY: CACHEABLE
1 MB PAGE

SDRAM: CACHEABLE
EIGHT 4 MB PAGES

INSTRUCTION CPLB SETUP

ASYNC: NON-CACHEABLE
ONE 4 MB PAGE

ASYNC: CACHEABLE
TWO 4 MB PAGES

L2 MEMORY: CACHEABLE

SDRAM: CACHEABLE

Figure 3-18. Examples of Protected Memory Regions

1 MB PAGE EIGHT 4 MB PAGES
L1 DATA: NON-CACHEABLE ASYNC: NON-CACHEABLE
ONE 4 MB PAGE ONE 4 MB PAGE
ASYNC: CACHEABLE
DATA CPLB SETUP ONE 4 MB PAGE
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Memory

Figure 3-19 describes the ICPLB data registers. Table 3-6 lists the ICPLB

data register memory-mapped addresses.

To ensure proper behavior and future compatibility, all reserved
bits in this register must be se t to 0 whenever this register is

written.

ICPLB Data Registers (ICPLB_DATAX)

For memory-

mapped 31 30 20 28 27 26 25 24 23 22 21 20 19 18 17 16
addresses, see |o|o|o|o|o|o|o|o|o|o|o|o|o|o o|o
Table 3-6.

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
[efofefofefofo oo o e o oo o] o]

CPLB_L1_CHBL

Clear this bit whenever L1 memory
is configured as SRAM

0 - Non-cacheable in L1

1 - Cacheable in L1

CPLB_MEM_LEV

Determines line buffer. See “Line-Fill Buffer”
on page 3-18 and Figure 3-3 on page 3-14.
This bit has no effect on L1 memory pages.
0 - High priority (usually best for on-chip L2
pages.

1 - Low priority (usually best for off-chip L2
pages.

CPLB_LRUPRIO

See “Instruction Cache Locking by Line” on page 3-20
0 - Low importance
1 - High importance

Figure 3-19. ICPLB Data Registers

Reset = 0x0000 0000

L PAGE_SIZE[1:0]

00 - 1K byte page size
01 - 4K byte page size
10 - 1 M byte page size
11 - 4 M byte page size

CPLB_VALID

0 - Invalid (disabled) CPLB
entry

1 - Valid (enabled) CPLB
entry

CPLB_LOCK

Can be used by software in

CPLB replacement algorithms

0 - Unlocked, CPLB entry can
be replaced

1 - Locked, CPLB entry
should not be replaced

CPLB_USER_RD

0 - User mode read access
generates protection
violation exception

1 - User mode read access
permitted
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Table 3-6. ICPLB Data Register Memory-Mapped Addresses

Register Name Memory-Mapped Address

ICPLB_DATAO0

0xFFEO 1200

ICPLB_DATA1

0xFFEO 1204

ICPLB_DATA2

0xFFEO 1208

ICPLB_DATA3

0xFFEO 120C

ICPLB_DATA4

O0xFFEO 1210

ICPLB_DATA5

0xFFEO 1214

ICPLB_DATAG

0xFFEO 1218

ICPLB_DATA7

0xFFEO0 121C

ICPLB_DATAS

0xFFEO 1220

ICPLB_DATA9

0xFFEO 1224

ICPLB_DATA10

O0xFFEO 1228

ICPLB_DATA11

0xFFEO 122C

ICPLB_DATA12

0xFFEO 1230

ICPLB_DATA13

0xFFEO 1234

ICPLB_DATA14

0xFFEO 1238

ICPLB_DATA15

0xFFEO 123C
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DCPLB Data Registers (DCPLB_DATAX)

Figure 3-20 shows the DCPLB data registers. Table 3-7 lists the DCPLB

data register memory-mapped addresses.

DCPLB Data Registers (DCPLB_DATAX)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

For memory-

mapped |0|0|0|0|0|0|0|0|0|0|0|0|0|0 0|0 Reset = 0x0000 0000
addresses, see

Table 3-7. L PAGE_SIZE[1:0]

00 - 1K byte page size
01 - 4K byte page size
10 - 1M byte page size
1514 13 12 11 10 9 8 7 6 5 4 8 2 1 o 11-4Mbytepagesize

[ofefefofefofofefofofofofofo]o]o]

CPLB_L1_AOW CPLB_VALID
Valid only if write 0 - Invalid (disabled) CPLB entry
through cacheable 1 - Valid (enabled) CPLB entry
(CPLB_VALID =1, L——— CPLB_LOCK
CPLB_WT =1) c b_ d by soft .
0 - Allocate cache lines an be used by software in
CPLB replacement algorithms
on reads only 0 - Unlocked, CPLB entry can
1 - Allocate cache lines be replaced y
CP(L)g r<‘=,na;$s and writes 1 - Locked, CPLB entry should
Operates only in cache mode not be replaced
0 - Write back CPLB_USER_RD
1 - Write through 0 - User mode read access
CPLB_L1_CHBL——mm— generates protection
Clear this bit when L1 memory is configured violation exception
as SRAM 1 - User mode read access
0 - Non-cacheable in L1 permitted
1 - Cacheable in L1 L CPLB_USER_WR
CPLB_MEM_LEV 0 - User mode write access
Determines line fill and write buffers. See “Line-Fill generates protection
Buffer” on page 3-18 and Figure 3-10 on page 3-32. violation exception
This bit has no effect on L1 memory pages. 1 - User mode write access
0 - High priority (usually best for on-chip L2 permitted
pages.
1 - Low priority (usually best for off-chip L2 — CPLB_SUPV_WR
pages. 0 - Supervisor mode write
CPLB_DIRTY access generates protection

violation exception
1 - Supervisor mode write
access permitted

Valid only if write back cacheable (CPLB_VALID = 1, CPLB_WT =0, and
CPLB_L1_CHBL = 1)

0 - Clean

1 - Dirty

A protection violation exception is generated on store accesses to this page
when this bit is 0. The state of this bit is modified only by writes to this register.
The exception service routine must set this bit.

Figure 3-20. DCPLB Data Registers
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To ensure proper behavior and future compatibility, all reserved
bits in this register must be set to 0 whenever this register is

written.

Table 3-7. DCPLB Data Register Memory-Mapped Addresses

Register Name

Memory-Mapped Address

DCPLB_DATAO

0xFFEO 0200

DCPLB_DATA1

0xFFEO0 0204

DCPLB_DATA2

0xFFEO 0208

DCPLB_DATA3

0xFFEO0 020C

DCPLB_DATA4

O0xFFEO 0210

DCPLB_DATA5

0xFFEO0 0214

DCPLB_DATAG

0xFFEO 0218

DCPLB_DATA7

0xFFEO0 021C

DCPLB_DATAS

0xFFEO 0220

DCPLB_DATA9

0xFFEO0 0224

DCPLB_DATA10

0xFFEO 0228

DCPLB_DATAL11

0xFFEO 022C

DCPLB_DATA12

0xFFEO0 0230

DCPLB_DATA13

0xFFEO0 0234

DCPLB_DATA14

0xFFEO 0238

DCPLB_DATA15

0xFFEO0 023C
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DCPLB Address Registers (DCPLB_ADDRX)

Figure 3-21 shows the DCPLB address registers. Table 3-8 lists the
DCPLB address register memory-mapped addresses.

DCPLB Address Registers (DCPLB_ADDRX)

For memory-

mapped 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
addresses, see |o|o|o|o|o|o|o|o|o|o|o|o|o|o|o|x| Reset = 0x0000 0000
Table 3-8. I |
Upper Bits of Address for
Match[21:6]
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

[ofofefofofofefofoo e o o ofe]o]
L |

Upper Bits of Address for
Match[5:0]

Figure 3-21. DCPLB Address Registers

Table 3-8. DCPLB Address Register Memory-Mapped Addresses

Register Name Memory-Mapped Address
DCPLB_ADDRO 0xFFEO0 0100
DCPLB_ADDRI 0xFFEO 0104
DCPLB_ADDR2 0xFFEO0 0108
DCPLB_ADDR3 0xFFEO 010C
DCPLB_ADDR4 0xFFEO 0110
DCPLB_ADDRS 0xFFEO 0114
DCPLB_ADDRG6 0xFFE0 0118
DCPLB_ADDR?7 0xFFE0 011C
DCPLB_ADDRS 0xFFEO0 0120
DCPLB_ADDRY9 0xFFEO 0124
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Table 3-8. DCPLB Address Register Memory-Mapped Addresses (Contd)

Register Name Memory-Mapped Address
DCPLB_ADDRI10 0xFFEO 0128
DCPLB_ADDRI1 0xFFE0 012C
DCPLB_ADDRI12 0xFFEO 0130
DCPLB_ADDR13 0xFFEO 0134
DCPLB_ADDRI14 0xFFEO 0138
DCPLB_ADDRI15 0xFFE0 013C

ICPLB Address Registers (ICPLB_ADDRX)

Figure 3-22 shows the ICPLB address registers. Table 3-9 lists the ICPLB
address register memory-mapped addresses.

ICPLB Address Registers (ICPLB_ADDRXx)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
For memory- |o|o|ololololololo|o|o|o|0|o|o|0| Reset = 0x0000 0000
mapped

addresses, see ' '

Table 3-9.

Upper Bits of Address for
Match[21:6]

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
[ofofefofeofefofofo e o oo o]0]
| |

Upper Bits of Address for
Match[5:0]

Figure 3-22. ICPLB Address Registers
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Table 3-9. ICPLB Address Register Memory-Mapped Addresses

Memory

Register Name

Memory-Mapped Address

ICPLB_ADDRO

0xFFEO 1100

ICPLB_ADDRI1

0xFFEO 1104

ICPLB_ADDR2

O0xFFEO 1108

ICPLB_ADDR3

0xFFEO 110C

ICPLB_ADDR4

O0xFFEO 1110

ICPLB_ADDRS

0xFFEO 1114

ICPLB_ADDRG

OxFFEO 1118

ICPLB_ADDR7?

0xFFEO 111C

ICPLB_ADDRS

0xFFEO 1120

ICPLB_ADDR9

0xFFEO 1124

ICPLB_ADDRI10

OxFFEO 1128

ICPLB_ADDRI1

0xFFEO 112C

ICPLB_ADDRI12

0xFFEO 1130

ICPLB_ADDRI13

0xFFEO 1134

ICPLB_ADDRI14

0xFFEO 1138

ICPLB_ADDR15

0xFFEO 113C

CPLB Status Registers

Bits in the DCPLB status register (DCPLB_STATUS) and ICPLB status

register (ICPLB_STATUS) identify the CPLB entry that triggered

CPLB-related exceptions. The exception service routine can infer the
cause of the fault by examining the CPLB entries.

The DCPLB_STATUS and ICPLB_STATUS registers are valid only while
in the faulting exception service routine.
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DCPLB Status Register (DCPLB_STATUS)

The FAULT_DAG, FAULT_USERSUPV, and FAULT_RW bits in the DCPLB status
register (DCPLB_STATUS) identify the CPLB entry that triggered the
CPLB-related exception (see Figure 3-23).

DCPLB Status Register (DCPLB_STATUS)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
0xFFEO 0008 |><|x|x|x|x|x|x|x|x|x|x|x|o|><|><|><| Reset = Undefined

FAULT_ILLADDR |
0 - No fault FAULT_RW
1 - Attempted access to nonexistent memory 0 - Access was read

FAULT _DAG 1 - Access was write

0 - Access was made by DAGO FAULT_USERSUPV

1 - Access was made by DAG1 0 - Access was made in user
mode

1 - Access was made in
supervisor mode

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
[elofofofofofefofofofofo]o o]0 o]
| |

FAULT[15:0]

Each bit indicates the hit/miss
status of the associated
CPLB entry

Figure 3-23. DCPLB Status Register

ICPLB Status Register (ICPLB_STATUS)

The FAULT_USERSUPV bit in the ICPLB status register (ICPLB_STATUS) is
used to identify the CPLB entry that triggered the CPLB-related exception
(see Figure 3-24).
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ICPLB Status Register (ICPLB_STATUS)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

0xFFEO 1008 [x X xx [ xx[x] o [x] x]x] Reset=undefined
FAULT_ILLADDR ‘ ‘ FAULT_USERSUPV
0 - No fault 0 - Access was made in
1 - Attempted access to nonexistent memory user

mode

1 - Access was made in
supervisor mode
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
[ofofofofefofofofofo]ofofefofo]o]
| |

FAULT[15:0]

Each bit indicates hit/miss
status of associated CPLB
entry

Figure 3-24. ICPLB Status Register

CPLB Fault Address Registers

The DCPLB fault address register (DCPLB_FAULT_ADDR) and ICPLB fault
address register (ICPLB_FAULT_ADDR) hold the address that caused a fault in
the L1 data memory or L1 instruction memory, respectively.

The DCPLB_FAULT_ADDR and ICPLB_FAULT_ADDR registers are valid
only while in the faulting exception service routine.
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DCPLB Fault Address Register (DCPLB_FAULT_ADDR)
Figure 3-25 lists the DCPLB fault address register.

DCPLB Address Register (DCPLB_FAULT_ADDR)
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

0xFFEO 000C |x|x|x|x|x|x|x|x|x|x|x|x|x|x|x|x| Reset = Undefined
| |

FAULT_ADDR[31:16]

Data address that has caused
a fault in L1 data memory

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
I ) A 3 ) K R 3 K A R
|

FAULT_ADDRJ[15:0]
Data address that has caused
a fault in the L1 data memory

Figure 3-25. DCPLB Fault Address Register
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ICPLB Fault Address Register (ICPLB_FAULT_ADDR)
Figure 3-26 lists the ICPLB fault address register.
ICPLB Fault Address Register (ICPLB_FAULT_ADDR)

31 30 20 28 27 26 25 24 23 22 21 20 19 18 17 16
0xFFEO 100C |><|><|x|><|x|><|><|><|x|><|><|x|><|><|x|><| Reset = Undefined
L |

FAULT_ADDR[31:16]
Instruction address that has
caused a fault in the L1
instruction memory

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
DD P e I o x [ x [ ¢
L |

FAULT_ADDRI[15:0]
Instruction address that has
caused a fault in the L1
instruction memory

Figure 3-26. ICPLB Fault Address Register

Memory Transaction Model

Both internal and external memory locations are accessed in little endian
byte order. Figure 3-27 shows a data word stored in register RO and in
memory at address location addr. BO refers to the least significant byte of
the 32-bit word.

DATA IN REGISTER DATA IN MEMORY
RO B3 B2 B1 BO B3 B2 B1 BO
| | |
addr+3 | addr+2 addr+1 addr

Figure 3-27. Data Stored in Little Endian Order
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Figure 3-28 shows 16- and 32-bit instructions stored in memory. The dia-
gram on the left shows 16-bit instructions stored in memory with the
most significant byte of the instruction stored in the high address (byte B1
in addr+1) and the least significant byte in the low address (byte BO in
addr).

16-BIT INSTRUCTIONS 32-BIT INSTRUCTIONS
INST 0 INST 0
B1 BO B3 B2 B1 BO
16-BIT INSTRUCTIONS IN MEMORY 32-BIT INSTRUCTIONS IN MEMORY
B1 BO B1 BO B1 | BO | B3 B2
addr+3 | addr+2 | addr+1 | addr addr+3 l addr+2 l addr+1 l addr

Figure 3-28. Instructions Stored in Little Endian Order

The diagram on the right shows 32-bit instructions stored in memory.
Note the most significant 16-bit half word of the instruction (bytes B3
and B2) is stored in the low addresses (addr+1 and addr), and the least sig-
nificant half word (bytes B1 and BO0) is stored in the high addresses
(addr+3 and addr+2).

Load/Store Operation

The Blackfin processor architecture supports the RISC concept of a
load/store machine. This machine is the characteristic in RISC architec-
tures whereby memory operations (loads and stores) are intentionally
separated from the arithmetic functions that use the targets of the memory
operations. The separation is made because memory operations, particu-
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larly instructions that access off-chip memory or I/O devices, often take
multiple cycles to complete and would normally halt the processor, pre-
venting an instruction execution rate of one instruction per cycle.

Separating load operations from their associated arithmetic functions
allows compilers or assembly language programmers to place unrelated
instructions between the load and its dependent instructions. The unre-
lated instructions execute in parallel while the processor waits for the
memory system to return the data. If the value is returned before the
dependent operation reaches the execution stage of the pipeline, the oper-
ation completes in one cycle.

In write operations, the store instruction is considered complete as soon as
it executes, even though many cycles may execute before the data is actu-
ally written to an external memory or I/O location. This arrangement
allows the processor to execute one instruction per clock cycle, and it
implies that the synchronization between when writes complete and when
subsequent instructions execute is not guaranteed. Moreover, this syn-
chronization is considered unimportant in the context of most memory
operations.

Interlocked Pipeline

In the execution of instructions, the Blackfin processor architecture imple-
ments an interlocked pipeline. When a load instruction executes, the
target register of the read operation is marked as busy until the value is
returned from the memory system. If a subsequent instruction tries to
access this register before the new value is present, the pipeline will stall
until the memory operation completes. This stall guarantees that instruc-
tions that require the use of data resulting from the load do not use the
previous or invalid data in the register, even though instructions are
allowed to start execution before the memory read completes.
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This mechanism allows the execution of independent instructions between
the load and the instructions that use the read target without requiring the
programmer or compiler to know how many cycles are actually needed for
the memory-read operation to complete. If the instruction immediately
following the load uses the same register, it simply stalls until the value is
returned. Consequently, it operates as the programmer expects. However,
if four other instructions are placed after the load but before the instruc-
tion that uses the same register, all of them execute, and the overall
throughput of the processor is improved.

Ordering of Loads and Stores

The relaxation of synchronization between memory access instructions
and their surrounding instructions is referred to as weak ordering of loads
and stores. Weak ordering implies that the timing of the actual comple-
tion of the memory operations—even the order in which these events
occur—may not align with how they appear in the sequence of the pro-
gram source code. All that is guaranteed is:

* Load operations will complete before the returned data is used by a
subsequent instruction.

* Load operations using data previously written will use the updated
values.

* Store operations will eventually propagate to their ultimate
destination.

Because of weak ordering, the memory system is allowed to prioritize
reads over writes. In this case, a write that is queued anywhere in the pipe-
line, but not completed, may be deferred by a subsequent read operation,
and the read is allowed to be completed before the write. Reads are priori-
tized over writes because the read operation has a dependent operation
waiting on its completion, whereas the processor considers the write oper-
ation complete, and the write does not stall the pipeline if it takes more
cycles to propagate the value out to memory. This behavior could cause a
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read that occurs in the program source code after a write in the program
flow to actually return its value before the write is completed. This order-
ing provides significant performance advantages in the operation of most
memory instructions. However, it can cause side effects that the program-
mer must be aware of to avoid improper system operation.

When writing to or reading from non memory locations such as I/O
device registers, the order of how read and write operations complete is
often significant. For example, a read of a status register may depend on a
write to a control register. If the address is the same, the read would return
a value from the write buffer rather than from the actual I/O device regis-
ter, and the order of the read and write at the register may be reversed.
Both these effects could cause undesirable side effects in the intended
operation of the program and peripheral. To ensure that these effects do
not occur in code that requires precise (strong) ordering of load and store
operations, synchronization instructions (CSYNC or SSYNC) should be used.

Synchronizing Instructions

When strong ordering of loads and stores is required, as may be the case
for sequential writes to an I/O device for setup and control, use the core or
system synchronization instructions, CSYNC or SSYNC, respectively.

The CSYNC instruction ensures all pending core operations have completed
and the core buffer (between the processor core and the L1 memories) is
flushed before proceeding to the next instruction. Pending core operations
may include any pending interrupts, speculative states (such as branch
predictions), or exceptions.

Consider the following example code sequence:

IF CC JUMP away_from_here
csync;

ro = [p0];
away_from_here:
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In the example code, the CSYNC instruction ensures:

e The conditional branch (IF CC JUMP away_from_here) is resolved,
forcing stalls into the execution pipeline until the condition is
resolved and any entries in the processor store buffer have been

flushed.

* All pending interrupts or exceptions have been processed before
CSYNC completes.

* The load is not fetched from memory speculatively.

The SSYNC instruction ensures that all side effects of previous operations
are propagated out through the interface between the L1 memories and
the rest of the chip. In addition to performing the core synchronization
functions of CSYNC, the SSYNC instruction flushes any write buffers
between the L1 memory and the system domain and generates a sync
request to the system that requires acknowledgement before SSYNC
completes.

Speculative Load Execution

Load operations from memory do not change the state of the memory
value. Consequently, issuing a speculative memory-read operation for a
subsequent load instruction usually has no undesirable side effect. In some
code sequences, such as a conditional branch instruction followed by a
load, performance may be improved by speculatively issuing the read
request to the memory system before the conditional branch is resolved.
For example,

IF CC JUMP away_from_here
RO = [P2];

away_from_here:
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If the branch is taken, then the load is flushed from the pipeline, and any
results that are in the process of being returned can be ignored. Con-
versely, if the branch is not taken, the memory returns the correct value
earlier than if the operation were stalled until the branch condition was
resolved.

However, in the case of an I/O device, this could cause an undesirable side
effect for a peripheral that returns sequential data from a FIFO or from a
register that changes value based on the number of reads that are
requested. To avoid this effect, use synchronizing instructions (CSYNC or
SSYNC) to guarantee the correct behavior between read operations.

Store operations never access memory speculatively, because this could
cause modification of a memory value before it is determined whether the
instruction should have executed.

Conditional Load Behavior

The synchronization instructions force all speculative states to be resolved
before a load instruction initiates a memory reference. However, the load
instruction itself may generate more than one memory-read operation,
because it is interruptible. If an interrupt of sufficient priority occurs
between the completion of the synchronization instruction and the com-
pletion of the load instruction, the sequencer cancels the load instruction.
After execution of the interrupt, the interrupted load is executed again.
This approach minimizes interrupt latency. However, it is possible that a
memory-read cycle was initiated before the load was canceled, and this
would be followed by a second read operation after the load is executed
again. For most memory accesses, multiple reads of the same memory
address have no side effects. However, for some memory-mapped devices,
such as peripheral data FIFOs, reads are destructive. Each time the device
is read, the FIFO advances, and the data cannot be recovered and re-read.
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When accessing memory-mapped devices that have state dependen-
cies on the number of read or write operations on a given address
location, disable interrupts before performing the load or store
operation.

Working With Memory

This section contains information about alignment of data in memory and
memory operations that support semaphores between tasks. It also con-
tains a brief discussion of MMR registers and a core MMR programming
example.

Alignment

Nonaligned memory operations are not directly supported. A nonaligned
memory reference generates a misaligned access exception event (see “Sys-
tem Interrupts” on page 6-1). However, because some data streams (such
as 8-bit video data) can properly be nonaligned in memory, alignment
exceptions may be disabled by using the DISALGNEXCPT instruction. More-
over, some instructions in the quad 8-bit group automatically disable
alignment exceptions.

Cache Coherency

For shared data, software must provide cache coherency support as
required. To accomplish this, use the FLUSH instruction (see “Data Cache
Control Instructions” on page 3-41), and/or explicit line invalidation

through the core MMRs (see “Data Test Registers” on page 3-42).
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Atomic Operations

The processor provides a single atomic operation: TESTSET. Atomic opera-
tions are used to provide non interruptible memory operations in support
of semaphores between tasks. The TESTSET instruction loads an indirectly
addressed memory half word, tests whether the low byte is zero, and then
sets the most significant bit (MSB) of the low memory byte without
affecting any other bits. If the byte is originally zero, the instruction sets
the CC bit. If the byte is originally nonzero, the instruction clears the cC
bit. The sequence of this memory transaction is atomic—hardware bus
locking ensures that no other memory operation can occur between the
test and set portions of this instruction. The TESTSET instruction can be
interrupted by the core. If this happens, the TESTSET instruction is exe-
cuted again upon return from the interrupt.

The TESTSET instruction can address the entire 4 Gbyte memory space,
but should not target on-core memory (L1 or MMR space) since atomic
access to this memory is not supported.

The memory architecture always treats atomic operations as cache inhib-
ited accesses even if the CPLB descriptor for the address indicates cache
enabled access. However, executing TESTSET operations on cacheable
regions of memory is not recommended since the architecture cannot
guarantee a cacheable location of memory is coherent when the TESTSET
instruction is executed.
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Memory-Mapped Registers

The MMR reserved space is located at the top of the memory space
(0xFFCO 0000). This region is defined as non-cacheable and is divided
between the system MMRs (0xFFCO0 0000-0xFFEO 0000) and core
MMRs (0xFFEO 0000-0xFFFF FFFF).

If strong ordering is required, place a synchronization instruction
after stores to MMRs. For more information, see “Load/Store
Operation” on page 3-70.

All MMRs are accessible only in supervisor mode. Access to MMRs in user
mode generates a protection violation exception. Attempts to access MMR
space using DAG]1 will generate a protection violation exception.

All core MMRs are read and written using 32-bit aligned accesses. How-
ever, some MMRs have fewer than 32 bits defined. In this case, the
unused bits are reserved. System MMRs may be 16 bits.

Accesses to nonexistent MMRs generate an illegal access exception. The
system ignores writes to read-only MMREs.

Appendix A provides a summary of all core MMRs. Appendix B provides a
summary of all system MMREs.

Core MMR Programming Code Example

Core MMRs may be accessed only as aligned 32-bit words. Nonaligned
access to MMRs generates an exception event. Listing 3-1 shows the
instructions required to manipulate a generic core MMR.
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Listing 3-1. Core MMR Programming

CLI RO; /* stop interrupts and save IMASK */

PO = MMR_BASE; /* 32-bit instruction to Toad base of MMRs */
R1 [PO + TIMER_CONTROL_REGT; /* get value of control reg */
BITSET R1, #N;  /* set bit N */

[PO + TIMER_CONTROL_REG] = R1; /* restore control reg */
CSYNC; /* assures that the control reg is written */

STI RO; /* enable interrupts */

The CLI instruction saves the contents of the IMASK register and
disables interrupts by clearing IMASK. The STI instruction restores
the contents of the IMASK register, thus enabling interrupts. The
instructions between CLI and STI are not interruptable.

Terminology

The following terminology is used to describe memory.

cache block The smallest unit of memory that is transferred to/from the
next level of memory from/to a cache as a result of a cache miss.

cache hit A memory access that is satisfied by a valid, present entry in the
cache.

cache line Same as cache block. In this chapter, cache line is used for

cache block.

cache miss A memory access that does not match any valid entry in the
cache.

direct-mapped Cache architecture in which each line has only one place in
which it can appear in the cache. Also described as 1-way associative.
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dirty or modified A state bit, stored along with the tag, indicating whether
the data in the data cache line is changed since it was copied from the
source memory and, therefore, needs to be updated in that source
memory.

exclusive, clean The state of a data cache line indicating the line is valid
and the data contained in the line matches that in source memory. The
data in a clean cache line does not need to be written to source memory
before it is replaced.

fully associative Cache architecture in which each line can be placed any-
where in the cache.

index Address portion that is used to select an array element (for example,
a line index).

invalid Describes the state of a cache line. When a cache line is invalid, a
cache line match cannot occur.

least recently used (LRU) algorithm Replacement algorithm, used by
cache, that first replaces lines that have been unused for the longest time.

level 1 (L1) memory Memory that is directly accessed by the core with no
intervening memory subsystems between it and the core.

little endian The native data store format of the Blackfin processor.
Words and half words are stored in memory (and registers) with the least
significant byte at the lowest byte address and the most significant byte in
the highest byte address of the data storage location.

replacement policy The function used by the processor to determine
which line to replace on a cache miss. Often, an LRU algorithm is

employed.

set A group of N-line storage locations in the ways of an N-way cache,

selected by the INDEX field of the address (see Figure 3-4 on page 3-15).
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set associative Cache architecture that limits line placement to a number
of sets (or ways).

tag Upper address bits, stored along with the cached data line, to identify
the specific address source in memory that the cached line represents.

valid A state bit, stored with the tag, indicating the corresponding tag and
data are current and correct and can be used to satisfy memory access
requests.

victim A dirty cache line that must be written to memory before it can be
replaced to free space for a cache line allocation.

Way An array of line storage elements in an /N-way cache (see Figure 3-4

on page 3-15).

write-back A cache write policy, also known as copyback. The write data
is written only to the cache line. The modified cache line is written to
source memory only when it is replaced. Cache lines are allocated on both
reads and writes.

write-through A cache write policy, also known as store through. The
write data is written to both the cache line and to the source memory. The
modified cache line is 7oz written to the source memory when it is
replaced. Cache lines must be allocated on reads, and may be allocated on
writes (depending on mode).
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4 ONE-TIME PROGRAMMABLE
MEMORY

This chapter describes one-time-programmable (OTP) memory features

of the ADSP-BF54x processor Blackfin processor.

This chapter includes the following sections:
e “OTP Memory Overview” on page 4-1
e “Error Correction” on page 4-6
e “OTP Access” on page 4-8
e “OTP Timing Parameters” on page 4-10
e “Callable ROM Functions for OTP ACCESS” on page 4-14
e “Programming and Reading OTP” on page 4-16
e “Write Protecting OTP Memory” on page 4-24
e “Accessing Private OTP Memory” on page 4-26
e “OTP Programming Examples” on page 4-26

OTP Memory Overview

The ADSP-BF54x processor processors include an on-chip, one-time-pro-
grammable memory array which provides 64K bits of non-volatile
memory. This includes the array and logic to support read access and pro-
gramming. A mechanism for error correction is also provided.
Additionally, pages can be write protected.
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OTP memory can be programmed through various methods, including
software running on the Blackfin processor. The ADSP-BF54x processor
processors provide C and assembly callable functions in the on-chip ROM
to help the developer access the OTP memory.

The one -time-programmable memory is divided into two main regions. A
32K bit “public” unsecured region, which has no access restrictions; and a
32K bit “private” secured region with access restricted to authenticated
code when operating in Secure Mode. For information about these modes,
see “Secure State Machine” on page 16-7.

OTP allows developers to store both public and private data on-chip. A
64K by 1 bit array is available as shown in Figure 4-1. In addition to stor-
ing public and private data, it allows developers to store completely
user-definable data, such as customer ID, product ID, and MAC address.

The public portion of OTP memory contains many “factory set
only” values. Users are urged to exercise caution when writing to
OTP memory and to consult the OTP memory map for details of
Customer Programmable Settings (CPS) and factory reserved areas
of this memory. See also “Factory Page Settings (FPS)” on

page 17-14 and “Preboot Page Settings (PBS)” on page 17-14.

OTP Memory Map

The OTP is not part of the Blackfin linear memory map. It has a separate
memory map as shown in Figure 4-1 on page 4-3 and Figure 4-2 on

page 4-4. OTP memory is not accessed directly using the Blackfin mem-
ory map; rather, it is accessed through four 32-bit wide registers
(0TP_DATA3-0) which act as the OTP memory read/write buffer.
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PAGE

ADDRESS

0x000
0x001
0x002
0x003
0x004
0x005
0x006
0x007
0x008
0x009
0x00A
0x00B
0x00C
0x00D
0x00E
0x00F
0x10
ox11
0x12
0x13
0x14
0x15
0x16
0x17
0x18
0x19
Ox1A
0x1B

NAME'

FPS00
FPSO01

FPS02
FPS03
FPS04
FPS05
FPS06

FPS07
FPS08
FPS09
FPS10
FPS11

CPS00
CPSo01
CPS02
CPS03
CPS04
CPS05
CPS06
CPS07
PBS00
PSSO01

PBS02
PBS03

0x1C to 0xODF

0x0EOQ to 0xOFF

Figure 4-1. One-Time-Programmable (OTP) Public Memory Map

One-Time Programmable Memory

< 128 BIT PAGE »>

«——64 BIT UPPER HALF PAGE—> «—64 BIT LOWER HALF PAGE—,
15 14 13 12 11 10 9 8 |7 6 5 4 3 2 1 0

[—BIT 127 BIT 0——>|
PROTECTION BITS FOR PAGES 0x000 (LSB) THROUGH 0x07F (MSB)
PROTECTION BITS FOR PAGES 0x080 (LSB) THROUGH 0xOFF (MSB)
PROTECTION BITS FOR PAGES 0x100 (LSB) THROUGH 0x17F (MSB)
PROTECTION BITS FOR PAGES 0x180 (LSB) THROUGH 0x1FF (MSB)
UNIQUE CHIP ID [127:0]

FACTORY RESERVED

FACTORY RESERVED

Bytes 15:14, Part Number Integer | Bytes 12:0, Part Number String®
FACTORY RESERVED
FACTORY RESERVED
FACTORY RESERVED
FACTORY RESERVED
FACTORY RESERVED
FACTORY RESERVED
FACTORY RESERVED
FACTORY RESERVED
CUSTOMER KEY [127:0]
CUSTOMER KEY [255:128]
CUSTOMER KEY [383:256]
RESERVED

RESERVED

RESERVED

RESERVED

RESERVED

Bytes[15:8], PBS00H
Bytes[15:8], PBSO1H Bytes[7:0], RESERVED PBS001U
Bytes[15:8], PBS002H Bytes[7:0], PBS002L
Bytes[15:8], RESERVED PBS003H | Bytes[7:0], RESERVED PBS003L

Bytes[7:0], PBS00L

UNSECURED GENERAL PURPOSE SPACE

UNSECURED ERROR CORRECTION CODE (ECC) SPACE?

BYTE

J

PUBLIC OTP (256 PAGES)

ADSP-BF54x Blackfin Processor Hardware Reference

4-3
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< 128 BIT PAGE =
«——64 BIT UPPER HALF PAGE—» «—64 BIT LOWER HALF PAGE—|
PAGE 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0| BYTE
ADDRESS «—BIT 127 BIT 0——>|
0x100 to 0x10F SECURED FACTORY RESERVED SPACE
m
w
2
o
8
0x110 to Ox1DF SECURED GENERAL PURPOSE SPACE E
=
o
=
s
['s
o
0x1EO to 0x1FF SECURED ERROR CORRECTION CODE (ECC) SPACE!'
Footnotes

1.This space should NOT be written by the customer. 8-bit error
correction codes are automatically generated by firmware and
stored in this region.

Figure 4-2. One-Time-Programmable (OTP) Private Memory Map

For an OTP memory read, the 0TP_DATAx registers contain the 16-byte
result of the OTP memory access. For an OTP memory write, the
0TP_DATAx registers contain 16 bytes of data to be written to the OTP
memory.

The 0TP_DATA3-0 registers are organized into a 128 bit page as shown in
Figure 4-3.

27 ——— 9% 9% ————— 64 63 —————— 3231 — 0

BIT 31 BIT 0| BIT 31 BIT 0| BIT 31 BIT 0| BIT 31 BITO

OTP_DATA3 OTP_DATA2 OTP_DATA1 OTP_DATAO

Figure 4-3. OTP_DATAx Registers
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OTP memory ranges marked as “factory reserved” and “error correction
code space” (see Figure 4-1 on page 4-3 and Figure 4-2 on page 4-4) must
not be programmed by the developer. Customer programmable settings
may be programmed by the developer.

Page-protection bits provide protection for each 128-bit page within the
OTP. By default the OTP array bits are not set, and will read back as zero
values if left unprogrammed. Programmed data values consist of zeroes
and ones; therefore, after programming OTP memory, some bits will
intentionally remain as zero values. The write-protect bits provide protec-
tion for the zero value bits to remain as zeroes and prevent future
programming (inadvertent or malicious) from changing bit values from
Zero to one.

Pages 0x10, 0x11 and 0x12 hold the customer public key, which is used
for Lockbox digital signature authentication. Refer to Chapter 16, “Secu-
rity” for more information on Lockbox and how the public key is used.

OTP memory is logically arranged in a sequential set of 128-bit pages.
Each OTP memory address refers to a 128-bit page. The ADSP-BF54x
processor thus provides 512 pages of OTP memory.

To read or program the OTP memory, a set of functions are provided in
the on-chip ROM. These functions include bfrom_0tpRead(),
bfrom_OtpWrite() and bfrom_0OtpCommand().

ADSP-BF54x Blackfin Processor Hardware Reference 4-5



Error Correction

Error Correction

Error correction, provided in the on-chip ROM, can be used to ensure
data integrity.

Error correction, when programmed into the OTP, calculates an 8-bit
error correction code (ECC) for each 64-bit data word (half page). When
this word is later read from OTP, its corresponding ECC is also read, and
a data integrity check is performed. If the check fails, the ECC can be used
to attempt error correction on the data word. The error correction algo-
rithm depends on the type of error, as shown in Table 4-1.

Table 4-1. Hamming Code Single Error Corrections, Double Error
Detection

No. of bad bits in |Error(s) Detected? |Error(s) Corrected?
data word

0 N/A N/A

1 Yes Yes

2 Yes No

3 or more No No

Error Correction Policy

1. Error correction requires that the OTP space be written and read in

64-bit widths. Firmware will only support writing or reading half
of an OTP page.

2. Error correction is used to correct data in all pages of OTP space
except the protection pages (0x0 to 0x3) and the ECC pages them-
selves. See “OTP Access” on page 4-8 for more information.

3. Firmware will generate and program the 8-bit ECC fields as
mapped in Table 4-2 and Table 4-3.
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4. The developer is responsible for locking both the data page(s) and
the ECC page(s) after all programming is complete.

Pages 0x04 to 0xOF are reserved for factory use. Therefore, pages
0x004 to 0x00F, 0xOEO, and 0xOE1 are locked when devices leave
the Analog Devices Inc. factory.

Table 4-2. Mapping for Storage of Error Correction Codes for Unsecured

OTP Space
Page Byte
15 14 13 12 11 10 9 8
0x0E0 | 0x007U | 0x007L 0x006U | 0x006L 0x005U | 0x005L 0x004U | 0x004L
0x0E1 | 0xO0FU | 0x00FL 0x00EU | 0x00EL 0x00DU | 0x00DL | 0x00CU | 0x00CL
0x0E2 | 0x017U | 0x017L 0x016U | 0x016L 0x015U | 0x015L 0x014U | 0x014L
0x0FB | 0xODFU | 0xODFL | 0xODEU | 0xODEL | 0x0DDU | 0xODDL | 0x0DCU | 0x0DCL
Page 7 6 5 4 3 2 1 0
0x0EO0 | Unused Unused Unused Unused Unused Unused Unused Unused
0xO0E1 | 0xO0BU | 0x00BL 0x00AU | 0xO0AL 0x009U | 0x009L 0x008U | 0x008L
0x0E2 | 0x013U 0x013L 0x012U 0x012L 0x011U 0x011L 0x010U 0x010L
0x0FB | 0xODBU | 0xODBL | 0xODAU | 0xODAL | 0x0D9U | 0x0D9L | 0x0D8U | 0x0DSL
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Table 4-3. Mapping for Storage of Error Correction Codes for Secured

OTP Space
Byte

P

R PP 14 13 12 11 10 9 8

0x1EO0 | 0x107U 0x107L 0x106U 0x106L 0x105U 0x105L 0x104U 0x104L
0x1E1 | 0x10FU |0x10FL |0x10EU |0x10EL |0x10DU |0x10DL |0x10CU |0x10CL
0x1E2 |0x117U |0x117L |0x116U |0x116L |0x115U |0x115L |0x114U |O0x114L
0x1FB | 0x1DFU | 0x1DFL | 0xIDEU | 0xIDEL | 0x1DDU |0x1DDL |0x1DCU | 0x1DCL
Page 7 6 5 4 3 2 1 0
0x1E0 | 0x103U |0x103L |0x102U |0x102L |0x101U |0x101L |0x100U |0x100L
0x1E1 |0x10BU |0x10BL |O0x10AU |0x10AL |0x109U |0x109L |0x108U |0x108L
0x1E2 |0x113U |0x113L |0x112U |0x112L |0x111U |O0x111L |0x110U |O0x110L
0x1FB | 0x1DBU | 0x1DBL | 0x1DAU | 0xIDAL | 0x1D9U |0x1D9L |0x1D8U |0x1D8L

OTP Access

The ADSP-BF54x processor on-chip ROM contains the functions for ini-
tializing OTP timing parameters, reading the OTP memory, and
programming the OTP memory. These functions include
bfrom_0tpRead(), bfrom_OtpWrite() and bfrom_0tpCommand().

These functions are callable from C or assembly application code.

Use only these functions for accessing OTP memory. Directly

accessing memory locations within OTP memory by other means is
not supported.

4-8
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The existing ECC in ROM is known as “Hamming [72,64]”. This is a
64-bit data and an 8-bit ECC field—for a 1-bit correction and 2-bit error
detection scheme.

The ROM-based OTP read/write API must be used for all OTP
data accesses (see limited exceptions below). The ROM code incor-
porates the only ECC method supported by Analog Devices Inc.
Direct access of OTP data without using error correction is not

supported.

Exceptions: The only bits that do not use ECC are page lock bits (first
four pages) and the preboot invalidate bits. See “Preboot Page Settings
(PBS)” on page 17-14.

Analog Devices Inc. does not support any ECC other than the ECC pro-
vided by Analog Devices Inc. in the ROM API. All attempts to implement

other schemes are not guaranteed or supported by Analog Devices Inc.

OTP memory programming is done serially under software control. Since
the unprogrammed OTP memory value defaults to zero, only those bits
whose value is intended to be “1” have to be programmed. Write-protect
bits (see Figure 4-1 on page 4-3) can be set for each 128-bit page within
OTP memory to protect areas of OTP memory that have been pro-
grammed, or areas left unprogrammed that developers wish to remain
unchanged. Each write-protect bit on a per page basis, when set, will pre-
vent further programming attempts to OTP memory.

The ADSP-BF54x processor Blackfin processor can program OTP
through software code executing directly on the Blackfin processor. A
charge pump residing on-chip is used to apply the voltage levels appropri-
ate for programming OTP memory. OTP programming code can be
loaded into the processor during JTAG emulation, through the DMA, and
through all supported boot methods.
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OTP memory can only be written once (changing a bit from 0 to 1). Once
a bit has been changed from a 0 to a 1, it cannot be changed back to 0.
The write-protect bits prevent OTP memory that has already been pro-
grammed from having any bits that are meant to remain as 0 value later
programmed to a value of 1.

To ensure reliable OTP programming, before accessing OTP memory, see
ADSP-BF542/544/547/548/549 Embedded Processor Data Sheet for specifi-
cations on VDDINT and VDDEXT voltage levels. OTP timing parameters must
be set before attempting any write accesses to OTP.

OTP Timing Parameters

To read and program the OTP memory reliably, the OTP timing parame-
ters must be set correctly before accessing OTP memory. All of the timing
parameters are bit fields in the 0TP_TIMING register, as shown in Figure 4-4
on page 4-13. The function, bfrom_0tpCommand (), provided in the
on-chip ROM, is used to program the timing parameters.

OTP timing parameters must be set by using the
bfrom_0OtpCommand() as described in “bfrom_OtpCommand” on
page 4-14. OTP read accesses may use the OTP timing default
reset value (OTP_TIMING = 0x0000 1485 for reset). Using the OTP
timing default reset value for writes results in write errors, since
this timing value is not appropriate for write accesses.

@ Insufficient voltage/current provided to OTP during write access
or incorrect OTP timing parameters may return an 0x11 error code
(multiple bad bits in 64 bit data) during OTP writes. Subsequent

reads from this page return 0.

The OTP timing parameters consist of several fields which are combined
together to form one value which is then passed as an argument to the
bfrom_0tpCommand () function. The developer must calculate a value for
two fields based upon the SCLK frequency at which the OTP access will be
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performed. These calculated values are then combined with a third field
whose value is provided by Analog Devices Inc. to arrive at the setting
appropriate for the access.

The OTP timing parameters are comprised of three values as follows:
OTP_TIMINGL7:0] = OTP_TP1 = 1000/sclk_period

OTP_TIMING[14:8] = OTP_TP2 = 400/(2*sclk_period)
OTP_TIMING[31:15] = 0TP_TP3 = 0x0A008

The 0TP_TP3 field is specified by Analog Devices Inc. and must be used to
ensure reliable OTP write accesses. The user calculated fields must be
combined with the 0TP_TP3 value as shown in the following examples.

Example calculations are shown in the following sections based upon volt-
ages specified in ADSP-BF542/544/547/548/549 Embedded Processor Data
Sheet. The calculations depend upon user-defined SCLK frequency of oper-
ation. (Refer to ADSP-BF542/544/547/548/549 Embedded Processor Data
Sheet for actual specifications. Do not rely on the specifications quoted in
the examples.)

OTP Timing Calculations for SCLK = 100 MHz

For SCLK = 10ns (100 MHz), the following field calculations are needed to
determine the OTP timing argument for the bfrom_0tpCommand() call.

OTP_TP1 = 1000/SCLK = 1000/10 = 0x64 0x0000 0064
O0TP_TP2 = 400/(2*SCLK) = 400/(2*10) = 0x14 0x0000 1400
O0TP_TP3 = (constant) 0x0A00 8xxx
Calculated OTP timing parameter value 0x0A00 9464
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Example code for the API call (in C) is:

/* Initialize OTP access settings */

/* Proper access settings for VDDINT = 1V, SCLK = 100 MHz */
const u32 OTP_init_value = 0x0A009464;

return_code = bfrom_OtpCommand (OTP_INIT, OTP_init_value);

OTP Timing Calculations for SCLK = 50 MHz

For SCLK = 20.0ns (50 MHz), the following field calculations are needed
to determine the OTP timing argument for the bfrom_0tpCommand () call.

O0TP_TP1 = 1000/SCLK = 1000/20.0 = 0x32 0x0000 0032
O0TP_TP2 = 400/(2*SCLK) = 400/(2 * 20.0) = OxA 0x0000 0A00
0TP_TP3 = (constant) 0x0A00 8xxx
Calculated OTP timing parameter value 0x0A00 8A32

Example code for the API call (in C) is:

/* Initialize OTP access settings */

/* Proper access settings for VDDINT = 1V, SCLK = 50 MHz */
const u32 OTP_init value Ox0AO0BA32Z;

return_code = bfrom_OtpCommand(OTP_INIT, OTP_init_value);

OTP Timing Calculations for SCLK = 40 MHz

For SCLK = 25.0ns (40 MHz), the following field calculations are needed
to determine the OTP timing argument for the bfrom_0tpCommand () call.

O0TP_TP1 = 1000/SCLK = 1000/25.0 = 0x28 0x0000 0028
OTP_TP2 = 400/(2*SCLK) = 400/(2%25.0) = 0x8 0x0000 0800
O0TP_TP3 = (constant) 0x0A00 8xxx
Calculated OTP timing parameter value 0x0A00 8828
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Example code for the API call (in C) is:

/* Initialize OTP access settings */

/* Proper access settings for VDDINT = 1V, SCLK = 40 MHz */

const u32 OTP_init_value = 0x0A008828
return_code = bfrom_OtpCommand(OTP_INIT, OTP_i

OTP_TIMING Register
OTP_TIMING Register

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

nit_value);

|0|o|o|0|o|o|o|o|o|o|o|o|o|o|o|o| Reset = 0x0000 1485

15 14 13 12 11 10 9

| Valid for OTP Read

8 7 6 5 4 3 2 1 0
[ofofoft]orfefo]t]ofefofo]r]e]
L Il

| Access

OTP_TP3 [31:15] —!
OTP_TP3 = 0x0A008 for write accesses
OTP_TP2 [14:8]
OTP_TP2 = 400/(2* SCLK Period)

Figure 4-4. OTP_TIMING Register

L OTP_TP1[7:0]

OTP_TP1 = 1000/SCLK Period
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Callable ROM Functions for OTP ACCESS

The following functions are provided in the ADSP-BF54x processor pro-
cessor on-chip ROM to support OTP access.

Initializing OTP

This section describes the bfrom_0tpCommand () function for OTP memory
controller setup. The prototype and macros that decode the function's
returns are supplied by the bfrom.h header file which is located in the
CCES or Visual DSP++ installation directory. The meaning of the error
code is described in section “Error Codes” on page 4-21.

bfrom_OtpCommand
This function sets up the OTP controller.
Entry address: 0xEF00 0018
Arguments:

RO: command (dCommand)
OTP_INIT
OTP_CLOSE

R1: timing value to be programmed (dvalue),
not used for 0TP_CLOSE

C Prototype:
u32 bfrom_OtpCommand(u32 dCommand, u32 dValue);

Return code:
bfrom_OtpCommand()
currently always returns with “0”.
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The first input parameter is a mnemonic label specifying the command.
The second parameter is a generic value that is passed as the argument for
the requested command. The second parameter is optional and may be an
integer value or (through opportune casting) a pointer or a pointer to an
extension structure.

There are two commands:

e QOTP_INIT
Sets the required timing value (register 0TP_TIMING) to “value”

e OTP_CLOSE
Reinitializes the OTP controller. If desired, this can be called by
the user before exiting Secure Mode. The value parameter may be
specified as “0” or “NULL” with 0TP_CLOSE.

In the example above (“OTP Timing Calculations for SCLK = 100 MHz”
on page 4-11), the OTP timing parameter was calculated to be

0x0A00 9464. Listing 4-1 on page 4-15 shows a sample of C code that
uses the bfrom_OtpCommand () function to program this parameter.

Listing 4-1. Programming the bfrom_0tpCommand () Function

#include <bfrom.h>
{fdefine OTP_TIMING_PARAM (0x0A009464)

u32 Otp_Timing_Param_Init()

{

u32 otp_timing_parameter;

u3?2 = RetVal;

otp_timing_parameter = OTP_TIMING_PARAM;

RetVal = bfrom_OtpCommand(OTP_INIT, otp_timing_parameter);
/* (equivalently, with a variable): */

RetVal = bfrom_OtpCommand(OTP_INIT, OTP_TIMING_PARAM);

return RetVal;

}
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Listing 4-2 on page 4-16 shows another example.
Listing 4-2. Programming the bfrom_0tpCommand () Function

/* timing parameter */

const u32 init_value = 0x0A009464;

/* call sets OTP_TIMING register */

RetVal = bfrom_OtpCommand(OTP_INIT, init_value);

/* call sets OTP_TIMING register */
RetVal = bfrom_OtpCommand(OTP_INIT, 0x0A009464);

/* call clears OTP controller and data registers */
RetVal = bfrom_OtpCommand(OTP_CLOSE, NULL);

The prototype of bfrom_0tpCommand () is included in the bfrom.h header
file installed with the VisualDSP++ 5.0 or CrossCore Embedded Studio
IDE. The macro 0TP_INIT is defined in bfrom.h as well.

Programming and Reading OTP

This section describes the bfrom_0tpRead() and bfrom_OtpWrite() read
and write functions. The prototypes and macros that decode the func-
tion’s returns are supplied by the bfrom.h header file which is located in
the CCES or Visual DSP++ installation directory. The meaning of the
error code is described in section “Error Codes” on page 4-21.
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bfrom_OtpRead
This function is used to read 64-bit OTP half-pages using error

correction.
Entry address: 0xEF00 001A
Arguments:
RO: OTP page address (dPage)

R1: Flags (dF1ags)
OTP_LOWER_HALF
OTP_UPPER_HALF
OTP_NO_ECC

R2: Pointer (*pPageContent) to 64-bit memory struct (long long) where
the data that is read will be placed

C prototype:
u32 bfrom_OtpRead (u32 dPage, u32 dFlags, u64 *pPageContent);

Return code:
RO: error or warning code (see Table 4-4)

This function reads a half-page and stores the content in the 64-bit vari-
able pointed to by the page parameter R2. The *pPageContent pointer
defines the address. The flags parameter R1 defines whether the upper or
the lower half page is to be read.

The default reset value for 0TP_TIMING (0x0000 1485) may be used for all
read accesses without requiring a new value be programmed before per-
forming read accesses. Programming a value valid for write accesses will
also allow read accesses.

The use of flag parameter 0TP_NO_ECC is not recommended for any OTP
read access because it bypasses error correction code support. It is available
only for diagnostic purposes.
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bfrom_OtpWrite

This function writes to (programs) a half-page with the content in the
64-bit variable pointed to by the R2 parameter.

Entry address: 0xEF00 001C
Arguments:
RO: OTP page address (dPage)

R1: Flags (dF1ags)
OTP_LOWER_HALF
OTP_UPPER_HALF
OTP_NO_ECC
OTP_LOCK
OTP_CHECK_FOR_PREV_WRITE

R2: Pointer (*pPageContent) to 64-bit memory struct (long long) that con-
tains the data to be written to OTP memory

C Prototype:
u32 bfrom_OtpWrite (u32 dPage, u32 dFlags, u64 *pPageContent);

Return code:
RO: error or warning code, see Table 4-4.

The dFlags parameter defines whether the upper or the lower half page is
to be written to and if the target half page should be checked for a previ-

ously written value before a write attempted. Additionally, a page can be

locked (permanently protected against further writes).

When performing pure lock operations, the half-page parameter is not
required and it makes no difference which half-page is specified if this
parameter is included in the function call.
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To reduce the probability of inadvertent writes to OTP pages, this func-
tion checks for a valid OTP write timing setting in the 0TP_TIMING
register. Specifically, bits [31:15] must not be equal to zero. Calls to the
write routine when this field is equal to zero cause an access violation error
and the requested action is not performed. The developer can use this
mechanism to protect against inadvertent writes by calling the
bfrom_OtpCommand (OTP_INIT, ..) function with appropriate values for
reads only and for read/write accesses. The developer is also free to ignore
this mechanism by calling bfrom_0tpCommand (OTP_INIT, ..) only once
for read/write access.

When the flag 0TP_CHECK_FOR_PREV_WRITE is nor specified, a previously

written value will be overwritten, both in the ECC and data fields for any
unlocked page where a write access is performed. Once a bit was set to “1”
it cannot be reset to “0” by the new write operation. This means that if the

new value is different from the previous one, there will be multiple bit
errors, in either or both the ECC and data fields.

Since the ECC field is written first by the ROM function, a multi-
ple bit error will abort the operation without writing the new data

value to the OTP data page.

Note also that multiple bit errors have a statistical chance of not
being detected as such. Therefore this mode of operation should
not be used, or used with caution.

The flag 0TP_CHECK_FOR_PREV_WRITE should always be used when
performing write accesses to OTP with the bfrom_0tpWrite()
function.

If the flag OTP_CHECK_FOR_PREV_WRITE is specified in the call, a write to a
previously programmed page causes dedicated error messages and will not

be performed.
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Specifically, errors are generated as follows.

e The 64-bit data and the 8-bit ECC field are read and the total

number of “1”s is counted.

 If this number is equal to or greater than 2, the error flag
OTP_PREV_WR_ERROR is returned and the write operation is not
performed.

e If the number is 0, the page is certainly blank and the write is
performed.

* If the number is 1, a more thorough check is performed.

If the “17 is in the ECC field, an error flag 0TP_SB_DEFECT_ERROR is
returned and the write is not performed.

If the “1” is in the data field, it is determined whether the value to
be written contains a “1” in the same position.

If so, the write is performed.

If not, the error flag 0TP_SB_DEFECT_ERROR is returned and the
write is not performed. This error code warns the user that it could
be a single-bit defect in the page. The user can then decide whether
to use this page regardless (by repeating the call without the
OTP_CHECK_FOR_PREV_WRITE flag) or skip this page.

The 0TP_CHECK_FOR_PREV_WRITE flag is ignored when a pure lock opera-
tion is requested (for example, a 0TP_LOCK flag is set and
*pPageContent = null). It would then be unnecessary and harmless to

specify this flag.

The 0TP_CHECK_FOR_PREV_WRITE flag is not ignored when doing a lock
operation after a write (for example, 0TP_LOCK plus write in the same call
and *pPageContent = null).
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If the flag parameter for the write operation is OR’ed with the 0TP_L0OCK
flag—the write operation, if successful, will be immediately followed by
setting the protection bit for the requested full 128-bit page.

A special case for 0TP_LOCK is the following. If the third parameter is null,
this call will lock a page without writing any data value to it (pure lock
function). Note that in this case, “page” can span all pages from 0x000 to
Ox1FF. This is the only way to lock the ECC pages themselves.

The use of flag parameter 0TP_NO_ECC is only supported in write
operations for write-protection/page-locking, or to set the preboot
invalidate bits (see “Preboot” on page 17-11). The preferred
method for locking pages is to use the 0TP_LOCK parameter in the
bfrom_0Otp_Write function (see “Write Protecting OTP Memory”
on page 4-24). Bypassing error correction for OTP writes may
cause loss of OTP data integrity and is not supported.

ECC must be used for all OTP accesses other than the limited
exceptions described previously.

Error Codes

This section describes the error codes that may be returned by the API
functions. These are shown in Figure 4-5 and listed in Table 4-4.
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Returned Error Codes from API Functions

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

|o|o|o|o|o|o|o|o|o|o|o|o|o|o|o|o| OTP_SUCCESS = 0x0000

15 14 13 12 11 10 9 8

7

6

5

4

3

2 1 0

[efofefefefofofo]ofofofo]or[o]o]

1L

Ll
OTP_ECC_SB_WARN T
(W) Single bad bit on write of ECC
OTP_DATA_SB_WARN
(W) Single bad bit on write of 64-bit data
OTP_SB_DEFECT_ERROR

(E) Single bit defect in the page

OTP_PREV_WR_ERROR

(E) Attempt to write previously written space
OTP_ECC_MULT_ERROR

L

(E) Multiple bad bits on write of ECC

L

|

TOTPMASTERERROR
Master Error Bit = OP [OR (bits
1,2,3,4,5,6,7), AND (bits 8,9)]
OTP_WRITE_ERROR
(E) OTP Write Error
OTP_READ_ERROR
E OTP Read Error
OTP_ACC_VIO_ERROR
(E) Attempt to access invalid
OTP space
OTP_DATA_MULT_ERROR
(E) Multiple bad bits on write of
64-bit data

Figure 4-5. Returned Error Codes from API Functions
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Table 4-4. Returned Error Codes from API Functions

Bit |[Name Example | Definition

Return

Value
N/A | OTP_SUCCESS 0x0 No error
0 OTP_MASTER_ERROR 0x1 Master error bit = OR

[OR (bits 1,2,3,4,5,6,7), AND (bits 8,9)]

1 OTP_WRITE_ERROR 0x3 OTP write error
2 OTP_READ_ERROR 0x5 OTP read error
3 OTP_ACC_VIO_ERROR 0x9 Error on attempt to access invalid OTP space
4 OTP_DATA_MULT_ERROR | 0x11 Error for multiple bad bits when writing 64 bit data
5 OTP_ECC_MULT_ERROR | 0x21 Error for multiple bad bits when writing ECC
6 OTP_PREV_WR_ERROR 0x41 Error on attempt to write previously written space
7 | OTP_SB_DEFECT_ERROR |0x81 | Error for single bit defect in the page
8 OTP_DATA_SB_WARN 0x100 | Warning about single bad bit when writing 64 bit data
9 OTP_ECC_SB_WARN 0x200 | Warning about single bad bit when writing ECC

bfrom_OtpCommand () always returns with “0”.

bfrom_OtpRead() returns with an error when any of the bits6-2 are set or
both bits[9:8] are set. The 0TP_MASTER_ERROR bit is also set. It returns with
a warning, if only one of the bits [9:8] is set.

bfrom_OtpWrite() returns with an error when any of the bits7-1 are set or
both bits[9:8] are set. The 0TP_MASTER_ERROR bit is also set. It returns with
a warning, if only one of the bits [9:8] is set.
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Write Protecting OTP Memory

As shown in Figure 4-1, a small portion of OTP memory is reserved for
write-protect bits (“write-protect” is synonymous with “page-protect” in
this context). After programming OTP memory, the programmer can use
these protection bits to “lock” the page that was just programmed by set-
ting the write-protect bit corresponding to the OTP data page. Once the
write-protect bit is set and the lock is in place, further attempts to write to
that page are not allowed, which results in an error. Page protect bits can
also be set to prevent programming of unwritten OTP pages. Once an
OTP page is page-protected, the write protection cannot be reversed and
no further write accesses can be made to the protected page(s).

There are four pages reserved for the write-protection bits. Pages 0x0
through 0x3 contain the 512 write-protect bits—one bit for each of the
512 data pages within OTP memory. The first two write-protect bit pages
(pages 0x0 and 0x1) correspond to the public (non-secure) regions of the
OTP map. The other two write-protect bit pages (0x2 and 0x3) corre-
spond to protection of the private (secure) regions of the OTP map. The
processor does not need to be operating in Secure Mode in order to pro-
gram the protection pages associated with the secure OTP regions. All
protection bits can be written in any security state including Open Mode.

While reads and writes access a half-page at a time, setting a protec-
tion bit for a page effectively locks an entire page from future write
accesses (both lower and upper half page). The programmer must

make sure that a full 128-bit OTP page is programmed, or that no
future programming will be needed before setting the write-protect

bit for that page.
To lock a page (P), set the write-protect bit (WPB) and the page (WPP)

where it resides as follows.
WPP = P >> 7;
WPB = P & Ox7f;
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However, manual calculation is generally not needed because the
bfrom_OtpWrite() function can be used to lock pages (see “OTP Program-
ming Examples” on page 4-26).

Listing 4-3. Lock a Page
/* lock page (note third parameter equals NULL) */

return_code = bfrom_OtpWrite(0x01C, OTP_LOCK, NULL);

Locking a single ECC (error correction code) page locks the correction
codes for eight OTP data pages (16 half pages). Since a 64-bit half-page
access must be performed to write protect the ECC page and every 8-bits
within an ECC page is a parity correction code corresponding to a 64-bit
half-page of data in OTP—a full 128-bit ECC page holds the correction
codes for eight full 128-bit pages of data in OTP, or 16 half-pages. Pages
can only be locked as full 128-bit pages even though read/write accesses
may occur at 64-bit half-page granularity. Locking a single ECC page pre-
vents further write access to the corresponding eight OTP data pages.

ECC (error correction code) space cannot be written-to directly.

For example, locking ECC page 0xFB will result in locking the error cor-
rection parity data associated with the 16 data pages in the range of
0x0D8 — 0x0DF.

Listing 4-4. Lock ECC Page Only
/* Only Lock ECC code page */

return_code = bfrom_OtpWrite(OxFB, OTP_LOCK, NULL);
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No further write accesses to the ECC page 0xFB or corresponding data
pages 0x0D8 — 0x0DF will be allowed following write protection of the
ECC page in this example.

Bits [3:0] of OTP page 0 are the write-protect bits for the first four
OTP pages, which contain the write-protect bits. Setting these bits
prevents the other write-protect bits from being set, which disables
the write protection mechanism of the remaining user-programma-

ble OTP pages.

Accessing Private OTP Memory

To read or write to the private area of OTP memory, the processor must
be operating in Secure Mode and the 0TPSEN bit in the SECURE_SYSSHT reg-
ister must be set to 1 to enable secured OTDP access. For more information
about Security, Secure Mode and the Secure State Machine, see “Secure
State Machine” on page 16-7).

OTP Programming Examples

The following sequence is recommended for accessing OTP memory.

1.
2.

Initialize the OTP array by calling bfrom_0tpCommand ().

Perform a OTP read or write access by calling the bfrom_0tpRead()
or bfrom_0tpWrite() function.

When OTP read/write access is complete —call the
bfrom_0tpCommand() function with the 0TP_CLOSE parameter to
re-initialize the OTP controller.

Initialize the OTP array by calling bfrom_0tpCommand () again for
the next OTDP access.

Repeat steps 1-3 for subsequent OTP accesses.

4-26
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Enable Access to Private OTP

To enable access to private OTP memory space while operating in Secure

Mode, use the following code.
Listing 4-5. Enable Access to Private OTP
/* Enable private OTP access */

*pSECURE_SYSSWT = *pSECURE_SYSSWT | OTPSEN;
SSYNC()

Enable Access to Private OTP and
Enable JTAG Emulation in Secure Mode

To enable access to private OTP memory space by using 0TPSEN while
operating in Secure Mode, use the following code.

Listing 4-6. Enable Access to Private OTP and
Enable JTAG Emulation in Secure Mode

/* Enable JTAG and private OTP access */

*pSECURE_SYSSWT = *pSECURE_SYSSWT & (~EMUABL) | OTPSEN;
SSYNC(0);

Read Public OTP Memory and Print to Console

To read pages 0x4 through 0xDF in public OTP memory space and print

results to VisualDSP++ console, use the following code.

ADSP-BF54x Blackfin Processor Hardware Reference 4-27



OTP Programming Examples

Listing 4-7. Read Public OTP Memory and Print to Console

f##include <blackfin.h>
#include <bfrom.h>
u32 return_code, 1i;
utd value;

/* Initialize OTP timing parameter */
/* Proper timing for VDDINT = 1lv, CCLK, SCLK = 100MHz */
const u32 OTP_init_value = 0x0A009464;
return_code = bfrom_OtpCommand(OTP_INIT, OTP_init_value);

for (i= 0x004; i,0x0xEQ; i++)
{
return_code = bfrom_OtpRead(i, OTP_LOWER_HALF, &value);

printf(“page: 0x%03xL, Content ECC: 0x%01611x,
returncode: 0x%03x \n”, 1, value, return_code);

return_code = bfrom_OtpRead(i, OTP_UPPER_HALF, &value);
printf(“page: 0x%03xH, Content ECC: O0x%01611lx,

returncode: 0x%03x \n”, i, value, return_code);
}
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OTP Write to Single Page Using Two Half Page
Accesses

To write and lock a single OTP page and return the results to the IDE
console using printf, use the following code.

Listing 4-8. Perform OTP write to a single page via two 64-bit (half-page)
accesses

#include <blackfin.h> f#finclude <bfrom.h>
u64 value;
u3?2 return_code;

return_code = bfrom_OtpWrite(0x01C, OTP_LOWER_HALF |
OTP_CHECK_FOR_PREV_WRITE, &testdata);

printf(“WRITE page: 0x%03xL, Content ECC: 0x%01611x,
returncode: 0x%03x \n”, 0x1C, testdata, return_code);

return_code = bfrom_OtpWrite(0x01C, OTP_UPPER_HALF |
OTP_CHECK_FOR_PREV_WRITE | OTP_LOCK, &testdata);

printf(“WRITE page: 0x%03xH, Content ECC: 0x%01611x,
returncode: 0x%03x \n”, 0x1C, testdata, return_code);

Locking a page will lock the full 128-bit page, even though the examples
above access OTP with 64-bit half-page granularity. This is the finest level
of granularity that is allowed due to the OTP error correction. The page
should be locked, only after both the lower and upper portion of the page
have been written. Note that in Listing 4-8 the page lock operation is per-
formed on the second and final access to the page.
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Lock Page Without Writing Any Data

To lock specific OTP pages in a separate access, after data values have
been separately written, using the following code. OTP pages are typically
locked in order to protect them from being overwritten or to prevent inad-
vertent or malicious tampering.

Listing 4-9. Lock a Page Without Writing Any Data

#include <blackfin.h>
#include <bfrom.h> u6d value;
u3?2 return_code;

// Initialize OTP timing parameter
//  Proper timing for VDDINT = 1V, CCLK, SCLK = 100MHz
const u32 OTP_init_value = 0x0A009464;

return_code bfrom_OtpCommand(OTP_INIT, OTP_init_value);

return_code = bfrom_OtpWrite(0x01C, OTP_LOCK, NULL);
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5 EXTERNAL BUS
INTERFACE UNIT

The external bus interface unit (EBIU) provides a glueless interface to a
variety of external memories. The EBIU supports both synchronous and
asynchronous memories. The synchronous interface supports dual data
rate (DDR) SDRAM memories. The asynchronous interface supports
memories such as SRAM and flash memories including synchronous NOR

flash.

The synchronous interface is controlled by a DDR controller. The asyn-
chronous interface is controlled by the asynchronous memory controller
(ASYNC). The asynchronous interface is further shared by an on-chip
NAND flash controller and an ATAPI controller. The ATAPI and the
NAND flash controllers are not part of EBIU; they just share the asyn-
chronous interface pins. An asynchronous pin control module (APCM)
controls and arbitrates the asynchronous interface between the ASYNC,

NAND, and ATAPI controllers.
The chapter includes the following sections:
*  “General Overview” on page 5-2
* “DDR Arbitration” on page 5-11
* “DDR SDRAM Controller” on page 5-15
* “DDR SDRAM Memory Interface” on page 5-18
e “DDR Registers” on page 5-23

e “DDR Metrics Control Registers” on page 5-44
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e “Asynchronous Memory Interface” on page 5-53

e “Asynchronous Memory Interface Control Registers” on page 5-57

General Overview

The EBIU services requests for external memory from the Blackfin core
and from three on-chip DMA controllers (DMAC0, DMACI, and USB
DMA). An address decoder inside EBIU determines whether the request is
serviced by the DDR memory controller or the asynchronous memory
controller and routes the requests to the appropriate controller. Requests
from different sources are prioritized based on a programmable priority
scheme.

The EBIU is clocked by the system clock (SCLK), which runs at a maxi-
mum frequency that is specified in ADSP-BF542/544/547/548/549
Embedded Processor Data Sheet. All DDR SDRAM memories interfaced to
the device operate at SCLK frequency.

The external memory space is shown in Figure 5-1. Two of the memory
regions are dedicated to DDR SDRAM. The DDR SDRAM interface tim-
ing and the size of each DDR SDRAM region are programmable. Each
external DDR SDRAM bank can be populated up to 256M bytes. The
start address of bank 0 is 0x0000 0000 and the start address of bank 1 fol-
lows contiguously from the previous bank. Depending upon the memory
configuration, the area from the end of bank 1 to address 0x2000 0000 is
reserved.

The next four regions are dedicated to support asynchronous memories.
Each asynchronous memory region can be independently programmed to
support different memory device characteristics. Each region has its own
memory select output pin from the EBIU. Also, each of the asynchronous
memory regions can be independently programmed to support burst
mode or page mode flash memories.
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The next region is reserved memory space. References to this region do
not generate external bus transactions. Writes have no effect on external
memory values, and reads return undefined values. When either of the
DMACO0, DMACI, or the USB DMA controllers address this region, the
EBIU sends an error response on the internal buses to the controllers. The
EBIU generates the hardware error (HWE) interrupt to the core when it is
requested to access this reserved off-chip memory space.

OXEEFF FFFF

RESERVED

ASYNC MEMORY BANK 3

0x2C00 0000 (64 MBYTES)
ASYNC MEMORY BANK 2
0x2800 0000 (64 MBYTES)
ASYNC MEMORY BANK 1
0x2400 0000 (64 MBYTES)
ASYNC MEMORY BANK 0
0x2000 0000 (64 MBYTES)
RESERVED

TOP OF LAST —»
DDR SDRAM PAGE EXT DDR BANK 1
(256 MBYTES MAX)

EXT DDR BANK 0
0x0000 0000 (256 MBYTES MAX)

Figure 5-1. External Memory Map
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Block Diagram

Figure 5-2 shows a conceptual block diagram of the EBIU. Note that the
pins for the synchronous DDR memory interface are dedicated, whereas
pins for the asynchronous memories are shared.

== ND_CE
— ND_RB

— ATAPI_CS1-0
= ATAPI_DMACK
<— ATAPI_DMARQ
<— ATAPI_INTRQ
< ATAPI_IORDY

ATA_REQ |—» ADDR24-1

NAND_REQ Aim*c |—s ADDR25/ NR_CLK

CTL |—>=D15-0

b

ATA_BUS
NAND_BUS

s CLKOUT

=— ARDY / WAIT

— AMS3-0/ NR_CE3-0

ASYNC (MUXED) PADS

NorR [ <—=ABET/ ND_ALE

FLASH —>=ABEO/ND_CLE
HWE CTL

PAB <7L>
16

ASYL\IC — AOE / NR_ADV

4
32

—= ARE

ASYNC PIN MUX

ASYNC —

SRAM
ARBITER CTL

DEB2 <—/~>
32

DEB2 QUEUE = DCLK2-1

ADDRESS DECODER

DEB1 <4+
32

DDR1
ya

DEB1 QUEUE

4
32

DDR PADS
:
0
>
(2}

DEBO ~—~—>
7]

DDR ARBITER
DDR CONTROLLER

EAB ¢ DEBO QUEUE |~<—> DQM1-0
32

Figure 5-2. External Bus Interface Unit (EBIU) Diagram
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The EBIU allows the on-chip NAND flash controller and ATAPI control-
ler to share its asynchronous interface pins. An asynchronous pin control
module (APCM) in the EBIU automatically controls the accesses to the
asynchronous memory interface pins, based on requests from the ASYNC,
NAND, and ATAPI with a set priority. No extra configuration is needed.
The multiplexing scheme of the shared pins is summarized in Table 5-1.
When reading Table 5-1, note that an “x” indicates that the pin is used by
the interface, a “~” indicates that the pin is not used by the interface, and
an alternate pin name indicates that the pin is used for an alternate func-
tion by the interface.

Table 5-1. EBIU Pin List (With Multiplexing)

Pins ASYNC FLASH NAND ATAPI DDR
FLASH

ADDR24-1 x x N ¥ -
ADDR25 X NR_CLK - - —
D15-0 X X X X -
AMS3-0 X NR_CE3-0 _ _ _
ABEO X — ND_CLE — _
ABET X - ND_ALE - _
AOE X NR_ADV - - -
ARE x X X - -
AWE X X X - -
ARDY X WATT - - -
CLKOUT X - - - -
ND_CE - - X — —
ND_RB — - X - —
ATAPI_CS1-0 - - - X -
ATAPI_DMACK _ _ _ < -
ATAPI_INTR _ _ _ < -
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Table 5-1. EBIU Pin List (With Multiplexing) (Contd)

Pins ASYNC FLASH NAND ATAPI DDR
FLASH

ATAPI_DMARQ - - - x -
ATAPI_IORDY - - - x -
BR X - - - -
BG X - - - _
BGH X - - - _
DCLKZ-1 - _ _ _ N
DCKE - - - - x
DCSI-0 - - - - x
DBAI1-0 - - - - x
DCAS - - - - x
DRAS - - - - X
DWE - - - - X
DQS1-0 - _ _ _ N
DQ15-0 - - - - x
DQMI1-0 - - - - x
DA12-0 - _ _ _ N

1 Note that some of the pins listed in Table 6-1 are multiplexed with GPIO, especially the address
lines ADDR4-ADDR25. Set the general purpose port multiplexing before using them as asyn-
chronous memory interface, NAND flash interface, or ATAPI interface. For more information
see Chapter 9, “General-Purpose Ports”.
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On-Chip System Interfaces

The EBIU functions as a slave on five buses internal to the ADSP-BF54x
processor processor, as follows:

A 32-bit external access bus (EAB), mastered by the core, for exter-
nal memory access

A 16-bit DMA external bus (DEB0), mastered by DMA
controllerl, in response to external memory access requests from

any DMACO (16-bit) channel
A 32-bit DMA external bus (DEB1), mastered by DMA

controller2, in response to external memory access request from

any DMACI (32-bit) channel

A 32-bit DMA external bus (DEB2), mastered by the DMA con-
troller in the USB module

A 16-bit PAB bus, mastered by the core, to access the system mem-
ory-mapped registers (SMMR) in the EBIU

These are synchronous interfaces, clocked by scLk. The EAB, DEBO,
DEBI, and DEB2 (USB) provide access to both synchronous DDR
SDRAM and asynchronous external memories, including page mode and
burst mode NOR flash memories.
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Error Detection

The EBIU responds to any bus operation that addresses the range of
0x0000 0000 — OxEEFF FFFF, even if that bus operation addresses
reserved or disabled memory. It responds by completing the bus operation
(asserting the appropriate number of acknowledges as specified by the bus
master) and by asserting the bus error signal for the following error
conditions:

* Any access to the reserved off-chip memory space
* Any access to disabled external memory bank

* Any access to an unpopulated area of a DDR SDRAM memory
bank

If the core requested the faulting bus operation, the bus error response
from the EBIU is routed to the HWE interrupt internal to the core. If the
DMA master issues the request for the faulting bus operation, then the
bus error is captured in that controller and can optionally generate an
interrupt to the core. In both cases, the error address is latched in the cor-
responding EBIU error address register. The EBIU continues to assert the
error response until explicitly cleared. The interrupt handler must write

a 1 to the corresponding bit(s) in the EBIU_ERRMST register to clear the
error condition (HWE). If the nested interrupt feature is enabled in the
SYSCFG register (by setting the SNEN bit), then bit(s) in the EBIU_ERRMST
register must be cleared at the beginning of the interrupt handler routine.
Note that this behavior is specific to the ADSP-BF54x processor product.

System Arbitration

As mentioned earlier, the EBIU implements two different memory inter-
faces that provide simultaneous accesses to DDR SDRAM and

asynchronous memory in response to requests on any of the four internal
data access buses. For example, while the DDR controller services a core

request to DDR SDRAM memory, the ASYNC could service a DMA
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request to asynchronous or flash memory. Although the synchronous and
asynchronous memories run at different speeds, the EBIU ensures that
data is returned to the requestor in the correct order.

To take advantage of the high performance DDR interface and the inde-
pendent asynchronous memory interface, and to maintain correct order of
data transfers on the internal buses, the EBIU implements some arbitra-
tion modules that augment the DDR controller and the ASYNC memory.

Address Resolution

The EBIU address decoder block accepts the commands (read/writes)
from the EAB and DMA buses (DEBO, DEB1, and DEB2). It then pro-
cesses them and transfers them to the DDR queue manager (QM) block or
the asynchronous memory controller block based on the address being
accessed.

If the address happens to be in the reserved region (based on the memory
configuration), it generates accordingly the required number of acknowl-
edgements along with the error signal.

Reorder Unit

Because of simultaneous support of varying speed interfaces, there is a
reorder engine in the EBIU for each of the system buses (DEBO, DEBI,
DEB2, and EAB). The reorder engine handles out-of-order responses and
makes sure that all responses from the interfaces (DDR SDRAM, asyn-
chronous SRAM/flash) are still in the same order in which they were
accepted and issued. For all read accesses, it keeps track of the states of all
the requests that went to the EBIU controllers and makes sure that the
responses are sent back to the original requestors in order. For write
requests, each queue maintains the order in which the responses were
transferred with the bus.
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The following example shows out-of-order execution between the DDR
interface and the ASYNC interface.

The order in which the requests are accepted and issued to the controllers
is as follows:

Cycle 1: ASYNC Read Request-1
Cycle 2: DDR Read Request-1
Cycle 3: DDR Read Request-2
Cycle 4: DDR Read Request-3
Cycle 5: DDR Read Request-4

Since the DDR interface is much faster than the ASYNC interface, the
DDR read data will be available from the DDR QM block much earlier
than the ASYNC interface. So the reorder engine instructs the DDR QM
to stop giving the read data and hold it until the ASYNC read data is

available.

Cycle 4: DDR Read Data-1 is available but is blocked and stored in
DDR QM block

Cycle 5: DDR Read Data-2 is available but is blocked and stored in
DDR QM block

Cycle 6: ASYNC Read Data-1 is available and DDR Read Data-3

is available

Only ASYNC Read Data-1 is now passed on to the system bus
Cycle 7: DDR Read Data-1 is passed on to the system bus
Cycle 8: DDR Read Data-2 is passed on to the system bus
Cycle 9: DDR Read Data-3 is passed on to the system bus

5-10
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The first access request from the system bus to the ASYNC is issued
immediately (same cycle). Subsequent requests are issued only when the
first access request is completed. Two consecutive requests to the ASYNC
block the next access (any, including DDR access from that bus that initi-
ated the accesses). However, accesses to DDR from other buses are not

blocked.

DDR Queue Manager

To optimize for the high throughput of the DDR interface, the EBIU
implements three identical queue modules for each of the DEB buses. The
queue managers perform the following functions:

* Enable peripherals to utilize higher throughput provided by DDR
SDRAM

* Optimize requests to the DDR controller to achieve maximum
utilization of the DDR memory bus

* Handle data coherency between the DEB and core buses

DDR Arbitration

The DDR arbiter handles requests from all four system interface buses
(DEBO, DEB1, DEB2, and EAB) and prefetches requests from all the
DEB queue blocks. The arbiter has a fixed priority as shown in the
following:

1. Core TESTSET instruction (highest)
Forced write access (by DEB queue manager)

Urgent DMA access

-

Core access
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5. Normal DMA read access through DEB queue manager
6. Normal DMA write access through DEB queue manager
7. Prefetch buffer access (lowest)

Note, there is a further programmable priority scheme for the three DEB
buses when DMA wins arbitration (urgent or normal access). The arbitra-
tion priority between the DEB buses are determined by bits [10:8] of the

DDR queue configuration register (EBIU_DDRQUE) as follows:

e 000:DEBO>DEB1>DEB2 (default)

* 001:DEB1>DEBO>DEB2

* 010:DEB2>DEBO0>DEBI

Table 5-2 summarizes the arbitration scheme, in DDR SDRAM memory

interface.

Table 5-2. DDR Arbiter Priority Scheme

DEB_ARB_PRIORITY:

DEB_ARB_PRIORITY:

DEB_ARB_PRIORITY:

000 (0>1>2) 001 (1>0>2) 010 (2>0>1)
Core TESTSET Core TESTSET Core TESTSET
Forced DEB Writes Forced DEB Writes Forced DEB Writes
DEBO WRITE DEB1 WRITE DEB2 WRITE
DEB1 WRITE DEBO WRITE DEBO WRITE
DEB2 WRITE DEB2 WRITE DEB1 WRITE
Urgent DMA Urgent DMA Urgent DMA
DEBO READ DEB1 READ DEB2 READ
DEB1 READ DEBO READ DEBO READ
DEB2 READ DEB2 READ DEB1 READ
DEBO WRITE DEB1 WRITE DEB2 WRITE
DEB1 WRITE DEBO WRITE DEBO WRITE
DEB2 WRITE DEB2 WRITE DEB1 WRITE

Core READ/WRITE

Core READ/WRITE

Core READ/WRITE
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Table 5-2. DDR Arbiter Priority Scheme (Cont’d)

DEB_ARB_PRIORITY:
000 (0>1>2)

DEB_ARB_PRIORITY:
001 (1>0>2)

DEB_ARB_PRIORITY:
010 (2>0>1)

Normal DMA READ

Normal DMA READ

Normal DMA READ

DEBO READ DEB1 READ DEB2 READ
DEB1 READ DEBO READ DEBO READ
DEB2 READ DEB2 READ DEB1 READ
Normal DMA WRITE Normal DMA WRITE Normal DMA WRITE
DEBO READ DEB1 READ DEB2 READ
DEB1 READ DEBO READ DEBO READ
DEB2 READ DEB2 READ DEB1 READ
Prefetch Access Prefetch Access Prefetch Access
DEBO READ DEB1 READ DEB2 READ
DEB1 READ DEBO READ DEBO READ
DEB2 READ DEB2 READ DEB1 READ

The EBIU adds further control to the DDR arbitration by allowing a nor-

mal DMA access to be elevated to urgent DMA access by setting bits
[14:12] in the DDR queue configuration register (EBIU_DDRQUE) as

follows:

Bit[l2] = : DEBO
0 : DEBO

Bit[13]1] =1 : DEB1
0 : DEBI1

Bit[1l4] = : DEB?
0 : DEB?

DMA
DMA

treated
treated

Normal
Normal

DMA
DMA

treated
treated

Normal
Normal

DMA
DMA

treated
treated

Normal
Normal

as Urgent
as Normal (Default)
as Urgent
as Normal (Default)
as Urgent
as Normal (Default)
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Table 5-3 summarizes the arbitration scheme for asynchronous memory

interface.

Table 5-3. ASYNC Arbiter Priority Scheme

DEB_ARB_PRIORITY:
000 (0>1>2)

DEB_ARB_PRIORITY:
001 (1>0>2)

DEB_ARB_PRIORITY:
010 (2>0>1)

Core TESTSET

Core TESTSET

Core TESTSET

Urgent DMA

DEBO READ/WRITE
DEB1 READ/WRITE
DEB2 READ/WRITE

Urgent DMA

DEB1 READ/WRITE
DEBO READ/WRITE
DEB2 READ/WRITE

Urgent DMA

DEB2 READ/WRITE
DEBO READ/WRITE
DEB1 READ/WRITE

Core READ/WRITE

Core READ/WRITE

Core READ/WRITE

Normal DMA

DEBO READ/WRITE
DEB1 READ/WRITE
DEB2 READ/WRITE

Normal DMA

DEB1 READ/WRITE
DEBO READ/WRITE
DEB2 READ/WRITE

Normal DMA

DEB2 READ/WRITE
DEBO READ/WRITE
DEB1 READ/WRITE

The priority schemes described in Table 5-2 (for DDR) and

Table 5-3 (for ASYNC) are from the arbiters” perspective. The pri-
ority schemes are followed by the arbiters only when they are ready
to arbitrate, not when the EBIU receives requests on the DEB or
processor buses. For example, a DEB bus may indicate urgent dur-
ing a request, but if the urgent signal goes away before the arbiter
arbitrates, the DEB request is treated as a regular request. Also
note, that the DEB queue logic blocks optimize the DEB bus
requests (for example, line hit, prefetch during reads, packing dur-
ing writes, and others). Because of these optimizations, the DEB

bus requests may not show up at the arbiters immediately and they
may be in a different order.
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DDR SDRAM Controller

The ADSP-BF54x processor processor is available with either a DDR
SDRAM or a Mobile DDR SDRAM controller module on chip. Each of
these has different specifications. Consult the
ADSP-BF542/544/547/548/549 Embedded Processor Data Sheet for the
proper nominal voltage and working voltage range for the various prod-
ucts in the ordering guide. See Chapter 19, “System Design” for more
information. Unless specifically noted, all references to "DDR SDRAM
controller" apply to both standard DDR and mobile DDR controllers.

The DDR SDRAM controller (SDC) enables a transfer of data to and
from synchronous DDR SDRAM with a maximum data rate of 532M
bytes per second at a clock frequency of 133 MHz using both the edges of
the clock. It supports a glueless interface with two external banks, con-
trolled by the memory chip select pins (0CS1-0), of standard DDR
SDRAMs of 64M bit to 512M bit with configurations x4, x8, x16 as
shown in the following tables, up to a maximum total capacity of 256M
bytes of SDRAM per chip select. The interface includes timing options to
support additional buffers between DDR SDRAM and the EBIU to han-

dle capacitive loads of large memory arrays.

Features

The following sections describe features of DDR SDRAM controllers.

DDR SDRAM Controller
The features of the DDR SDRAM controller (SDC) are:

* Supports industry-standard, double-data rate (DDR SDRAM)
from 64M bit to 512M bit device sizes with a configuration of x4,
x8, or x16

e Provides 16-bit data interface to DDR SDRAM
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Supports up to 256M bytes of DDR SDRAM with one external
bank

Supports up to two external banks

Provides page hit detection to support multiple column accesses
within the same row

Provides eight internal row address registers to keep track of eight
open rows (two chip select with four internal banks each)

Supports fixed SDRAM burst length of two
Provides programmable SDRAM access timing parameters

Provides automatic refresh generation with programmable refresh
intervals

Supports self-refresh mode to reduce system power consumption

Mobile DDR SDRAM Controller

Mobile DDR is referred to in the industry as Low-Power DDR. The fol-
lowing mobile (Low-Power) DDR features are supported on the
ADSP-BF54x processor processor mobile DDR SDRAM interface.

Partial Array Self-refresh

PASR is a new feature introduced to mobile DDR memories. PASR is a
memory power-saving feature which limits the amount of memory to be
refreshed. The ADSP-BF54x processor processor mobile DDR interface
supports this feature (PASR bits of the MODE register).

5-16

ADSP-BF54x Blackfin Processor Hardware Reference



External Bus Interface Unit

Memory Driver Strength

Mobile DDR memories may support setting their drive strength (1/8, 1/4,
1/2 full). The ADSP-BF54x processor processor mobile DDR SDRAM
interface supports configuring mobile DDR memory drive strength (DS
bits of MODE register). Note, this configures the memory's drivers not
the ADSP-BF54x processor processor's drivers.

Temperature Compensated self-refresh

TCSR is a new feature introduced to mobile DDR memories, that adjusts
the refresh rate to match the die temperature. The ADSP-BF54x proces-
sorM mobile DDR SDRAM interface supports programming TCSR (if
the memory supports it), using the TCSR bits of the MODE register.

Unsupported Mobile DDR SDRAM Controller Features

The ADSP-BF54x processorM processor mobile SDRAM controller does
not support the following features which are referenced in the JEDEC
specification and may be supported by the memory vendor.

Deep Power Down

Deep power down is a memory feature where the memory is placed in a
low power state (the array is powered down) while the system power

remains applied. The contents of the memory would be lost in this state.
The ADSP-BF54x processor processor mobile DDR SDRAM controller

does not support placing a memory in this state.

Clock Stop Mode

Clock stop mode is a memory feature where the memory can have some
power savings in logic associated with its clock logic while not being
accessed. The ADSP-BF54x processor processor mobile DDR SDRAM
controller does not support Clock Stop Mode.
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Clock Frequency During Operation

This is not a recommended procedure. However, if the application
requires changing the clock frequency (SCLK) during operation, it can be
done but only under the following conditions.

1. No memory accesses are in progress.

2. In the event SCLK frequency is being reduced, new control settings
have been made before the frequency change is initiated.

DDR SDRAM Memory Interface

This is a DDR SDRAM compliant interface. None of the signals in this
interface is multiplexed with any other signals on the chip. ADSP-BF54x
processor products equipped with a standard DDR SDRAM controller
support the standard DDR specification only. Similarly, ADSP-BF54x
processor products equipped with a Mobile DDR SDRAM controller sup-
port only low power mobile DDR devices. Refer to the product data sheet
for actual specifications.

Table 5-4. DDR SDRAM Memory Interface

Name Type |Description
DCLKI /DCLKI| O | Output clock signals to DDR SDRAM chips.

Use as differential clock signals to DDR SDRAM.
DCLK2 / DCLKZ2 | O Output clock signals to DDR SDRAM chips.

Use as differential clock signals to DDR SDRAM. Same as DDR_CLKI.
DCKE (@) Clock enable
DCSI-0 O | Chip select: One chip select for each of the two external banks
DBA1-0 O | Chip select: One chip select for each of the two external banks
DCAS O Column address select
DRAS (@) Row address select
DWE O | Write enable
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Table 5-4. DDR SDRAM Memory Interface (Contd)

Name

Type

Description

DQS1-0

10

Data Strobe: output with write data, input with read data. DQS is edge
aligned with read data, but centered with write data. It is generated by the
DDR controller during write access.

DQ15-0

10

DDR data input and output. DDR SDRAM has twice the data rate.

DQM1-0

10

Data mask for writes. DM turns the out buffers off for writes. For Write,
DM specifies the bytes to be written. It is also used to mask a single Write
during an access cycle of burst length = 2.

DA12-0

Memory address bits: Indicates row and column address and signals
auto-precharge. When 64M bit and 128M bit SDRAM are used, only
DDR_ADDR][11:0] are used as addresses and BA [1:0] are used as bank
select. When 256M bit and 512M bit DDR SDRAM are used,
DDR_ADDR [12:0] are used as address and BA [1:0] are used as bank
select.

DDR SDRAM Programming Model

This section describes the programming model of the EBIU. This model is
based on system memory-mapped registers (SMMRs), used to program
the EBIU. This set of control registers is accessed across the peripheral
access bus (PAB) of the extended core.

The control and status registers in the DDR controller include:

Memory control register 0 (EBIU_DDRCTLO)
address 0xFFCO 0A20

Memory control register 1 (EBIU_DDRCTL1)
address 0xFFCO 0A24

Memory control register 2 (EBIU_DDRCTL?2)
address OxFFCO 0A28

Memory control register 3 (EBIU_DDRCTL3)
address OxFFCO 0A2C
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®

DDR queue manager configuration register (EBIU_DDRQUE)
address 0xFFCO 0A30

Error address register (EBIU_ERRADD)
address 0xFFCO 0A34

Error master register (EBIU_ERRMST)
address 0xFFCO 0A38

Reset control register (EBIU_RSTCTL)
address 0xFFCO 0A3C

Access to the DDR controller registers (EBIU_DDRCTLx) can be made
only after releasing the DDR controller soft reset bit in the reset
control register (EBIU_RSTCTL) by writing a 1 to bit[0] of the regis-
ter.

The EBIU_DDRCTLO, EBIU_DDRCTL1, EBIU_DDRCTL2 and
EBIU_DDRCTL3 can not be written when the DDR controller is in
self-refresh mode. Such an attempt causes the processor to hang.

Programs may write to the DDR control registers as long as the
controller is not accessing memory devices. The controller
responds to any writes to its registers after it finishes ongoing mem-
ory accesses.

The DDR control registers contain sensitive timing parameters and
settings for the DDR SDRAM. Carefully program these registers
with values that are in the operating range of the DDR being used.
In addition to meeting the timing specifications defined in the
DDR memory datasheet, the user must ensure that the DDR con-
troller is configured such that tRC <=RP + tRAS.

5-20

ADSP-BF54x Blackfin Processor Hardware Reference



External Bus Interface Unit

Values in the reserved fields in these registers must be maintained
according to the specification. Writing to reserved fields or writing
reserved values to register bits causes incorrect function.

@ The programmer must not change the prefetch length fields of the
EBIU_DDRQUE register during an ongoing transfer on DEB buses;
otherwise unpredictable behavior may occur.

Recommended Programming Sequence

In general the following order is recommended for programming the
EBIU registers.

1. EBIU_DDRQUE using a read-modify-write operation

2. EBIU_RSTCTL using a read-modify-write operation. Always set bit 0
and bit 5 as appropriate for the type of DDR memory actually con-
nected to the ADSP-BF54x processor.

3. EBIU_DDRCTLx in any order

Out of reset/boot, by default, the ADSP-BF54x processor processor will
have a VLEV setting of "F". This is programmed at the factory in OTP
factory page settings page FPS04 and loaded into the VR_CTL register dur-
ing preboot. See Chapter 17, “System Reset and Booting” for more details
of preboot. Since only values of "D" and "E" allowed, the “F” value is offi-
cially out-of-specification. The programmer should call the on-chip ROM
function bfrom_SysControl() to program a value of either "D" or "E" in
the four bit voltage level field (VLEV) within the VR_CTL register.

The Mobile DDR enable bit is cleared on reset (bit 5 of EBIU_RSTCTL) and
must be re-enabled along with the EBIU_RSTCTL bit 0 enable bit. The boot
kernel code in on-chip ROM normally sets this bit during preboot. How-
ever the programmer should set this bit within the application code since
it will be cleared, for example, if a software system reset is issued.
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@ The general recommendation is that the programmer should

always set this bit in the application code when using Mobile DDR
and should not rely on preboot since booting may not occur when
events such as a software system reset are invoked.

Listing 5-1. Example Assembly Code to Set EBIU_RSTCTL Bit 0 and 5

p0.1 = To(EBIU_RSTCTL);
p0.h = hi(EBIU_RSTCTL);
rl = wlp0l;

bitset (r1,0);
bitset (rl1,5);
wlp0] = rl;
sync;

Listing 5-2. Example C Code for Call to bfrom_SysControl()

Only the SYSCTRL_VRCTL flag is required to set VLEV (see information
above); but this function demonstrates setting the PLL as well.

#include <bfrom.h>
#include <cdefBF548.h>
// Set new values for PLL_CTL, PLL_DIV and VR_CTL
mystruct.uwP11Ctl = 0x1000;
mystruct.uwP11Div = 0x0002;
mystruct.uwVrCtl = 0x409B;
return_code = bfrom_SysControl (SYSCTRL_WRITE|SYSCTRL_PLLCTL]
SYSCTRL_PLLD1V|SYSCTRL_VRCTL|SYSCTRL_INTVOLTAGE,&mystruct,NULL);
if (return_code)
return FAIL;

Details of preboot, callable ROM functions, and the registers cited above
can be found in Chapter 18, “Dynamic Power Management” and
Chapter 17, “System Reset and Booting”.
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DDR Registers

This section provides descriptions of the EBIU’s memory-mapped regis-
ters (MMRs) for DDR programming.

This section describes the following registers:

“Memory Control Register 0 (EBIU_DDRCTLO0)” on page 5-24
“Memory Control Register 1 (EBIU_DDRCTL1)” on page 5-25
“Memory Control Register 2 (EBIU_DDRCTL2)” on page 5-26
“Memory Control Register 3 (EBIU_DDRCTL3), Regular DDR
Devices” on page 5-27

“Memory Control Register 3 (EBIU_DDRCTL3), Mobile DDR Devices”
on page 5-28

“Error Master Register (EBIU_ERRMST)” on page 5-31

“Error Address Register (EBIU_ERRADD)” on page 5-32

“Reset Control Register (EBIU_RSTCTL)” on page 5-30

»

»

~— —
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Memory Control Register 0 (EBIU_DDRCTLO)

Access to this register can be made only after releasing bit[0] of the
EBIU_RSTCTL register. This register can not be written during

self-refresh mode.

In addition to meeting the timing specifications defined in the
DDR memory datasheet, the user must ensure that the DDR con-
troller is configured such that tRC <=RP + tRAS.

Memory Control Register 0 (EBIU_DDRCTLO)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

| 0 | Reset = 0x098E 8411

0XFFCO00A20 |o|o!o|o|1|o!ol1|1|0!0|o|1|1!1

trc (Active-to-Active)[3:0] R/W

Number of clock cycles from an
ACTIVE command to next
ACTIVE command (Default: 0x2)

tras (Minimum Active-to-Precharge

time)[3:0] R/W

Number of clock cycles from an ACTIVETom=——
mand until a PRECHARGE command is

issued. To obtain this value, one should divide

the minimum RAS to pre-charge delay of

SDRAM by clock cycle time (Default: 0x6).

15 14 13 12 11

tgp (Precharge-to-Active Command
Period)[3:0] R/W

Number of clock cycles needed for DDR
to recover from a precharge command
and ready to accept next ACTIVE com-
mand (Default: 0x3)

0

[1]

||1lollo|o|o|11o|?>|2|];|§|c5)|:|2|§|;

tRrg —————
(AUTO-REFRESH Command Period) [3:0] R/W

Number of clock cycles needed for DDR to recover
from a refresh to be ready for next ACTIVE com-
mand (tRFC/Clock Period) (Default: OxA)

Figure 5-3. Memory Control Register 0

treri (Refresh Interval)[13:0] R/W

Number of clock cycles from one refresh
cycle to next refresh cycle. To obtain this
value, divide the DDR refresh period (tREF)
by total number of rows to be refreshed.
Then divide the result by total time.
(Default: 0x0411)
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Memory Control Register 1 (EBIU_DDRCTL1)

Access to this register can be made only after releasing bit[0] of the
EBIU_RSTCTL register. This register can not be written during
self-refresh mode.

Memory Control Register 1 (EBIU_DDRCTL1)

31 30 20 28 27 26 25 24 23 22 21 20 19 18 17 16
o|o|o|1|o|o|o|o|o|o|o|o o|o 1|o| Reset = 0x1002 6223
| |

0xFFCO00A24

L DDR_DEVWIDTH (DDR Device
Width) [1:0] R/W

00: Individual DDR, 4-bit wide
01: Individual DDR, 8-bit wide
10: Individual DDR, 16-bit
(Default)

11: Reserved

DDR_DEVSIZE (DDR Device
Size) [1:0] R/W

00: Individual DDR, 512 Mbit
(Default)

01: Individual DDR, 64 Mbit
10: Individual DDR, 128 Mbit
11: Individual DDR, 256 Mbit

twrtr (Write-to-Read
Delay)[3:0] R/W

The Write-to-read delay (last write data to
the next read command as specified by
the DDR data sheet (Default: 0x1)

15 14 13 12 11
0|1 1|o

10 9 8 7 6 5 4 3 2 1 0
ofoftfofofofr]ofofofr]t]
| 1L I

EXTBANKS (External

|
trep (Active-to-Read/Write)[3:0] R/W

Banks) [1:0] R/W

00: 1 external bank (DBAO)
01: 2 external bank (DBAO,
DBA1) (Default)

10: Reserved

11: Reserved

DDR_DATAWIDTH [1:0] R/'W —

Total DDR Data Width (16-bit

only)
10: Only this value is allowed

Number of clock cycles from an active
command to a read/write assertion. To
obtain this value, divide the RAS# delay to
CAS# delay time (tRCD) by the clock cycle
time. (Default: 0x11)

turp (Mode register set to active)[3:0]
R/W

Number of clock cycles after the setting of
the mode register in DDR and before the
issue of next command. (Default: 0x10)

twr (Write Recovery time) [1:0] R/W

Figure 5-4. Memory Control Register 1

Number of clock cycles needed for DDR to
recover from a write and be able to accept a
precharge command. (Default: 0x10)
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Memory Control Register 2 (EBIU_DDRCTL2)

Access to this register can be made only after releasing bit[0] of the
EBIU_RSTCTL register. This register can not be written during

self-refresh mode.

Memory Control Register 2 (EBIU_DDRCTL2)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

0xFFCOOA28|0|0|0|0|0|0|0|0|0|0|0|0|0|0|0|0| Reset = 0x0000 0021

15 14 13 12 11 10 9 8

7 6 5 4

3 2 1 0

[ofefofefofefo]e
L

REGE
(Register Mode Enable) R/W

This bit should be high when external
registers are inserted in the control and
address signals between DDR SDRAM.
An example is when the register mode
DDR SDRAM is used. (Default: 0)

0|o|1|0
|

o|o|o|1
I

|— BURSTLENGTH (Burst Length) [2:0] RO
001: Read only value is set to a burst length of 2
CASLATENCY (CAS Latency) [2:0] R/W
The number of clock cycles from assertion of
read/write signal to SDRAM until first valid data
on output from SDRAM.
101: 1.5
010: 2 (Default)
110: 2.5
011:3

DLLRESET R/W

0: Normal operation (Default)
1: Normal operation with DLL reset

Figure 5-5. Memory Control Register 2
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Memory Control Register 3 (EBIU_DDRCTL3),
Regular DDR Devices

Access to this register can be made only after releasing bit[0] of the
EBIU_RSTCTL register. This register can not be written during
self-refresh mode.

This register is used to control (update) the content of the Extended Mode
Register of a DDR memory device. The fields and bits of this register cor-
respond directly to those of the Extended Mode Register of a DDR
memory device. The programmer can update the values of the Extended
Mode Register by writing to this register according to the memory vendor
specification. Only values supported by the memory device should be
written.

Memory Control Register 3 (EBIU_DDRCTL3)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
0xFFCO0A20|0|0|0|0|0|0|0|0|o|0|0|0|0|0|o|0| Reset = 0x0000 0003

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
[elofofe]o oo ofofof oo o] ]

0
1

Llr‘DLL R/W

0: Enable

1: Disable (Default)

Valid ONLY in regular DDR mode
DS R/W

Memory chip output drive strength.
0: Normal strength

1: Reduced strength (Default).

Figure 5-6. Memory Control Register 3 (Regular DDR Devices)
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Memory Control Register 3 (EBIU_DDRCTL3),
Mobile DDR Devices

This register is used to control (update) the content of the Extended Mode
Register of a Mobile DDR memory device. The fields and bits of this reg-
ister correspond directly to those of the Extended Mode Register of a
Mobile DDR memory device. The programmer can update the values of
the Extended Mode Register by writing to this register according to the
memory vendor specification. Only valid values supported by the memory
device should be written.

Memory Control Register 3 (EBIU_DDRCTL3)

Mobile DDR Devices
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

0xFFC00A2C |o|o|o|o|o|o|o|o|o|o|o|o|o |o|o |o| Reset = 0x0000 0020
1 |

|

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
[ofofefofefofefofoofr]o]eofo o]
11

|
[31:7] R/'W | |—PASR [2:0] R/'W
Reserved. Only Os are allowed to write. Partial Array Self-Refresh (PASR)
Valid ONLY in mobile DDR. 000: Full array (all banks) (Default)

001: Half array (BA1=0)

010: Quarter Array (BA1=BA0=0)

011: Reserved

100: Reserved

101: 1/8 array (BA1=BAO=Row Addr MSB=0)
110: 1/16 array (BA1=BA0=Row Addr MSBs=0)
111: Reserved

Valid ONLY in mobile DDR mode.

TCSR [1:0] RO
— Reserved. Reads Os.
Valid ONLY in mobile DDR mode.
. Ds[t:0]R/W
Drive Strength of the memory device
00: Full Strength Drive
01: Half Strength Drive (Default)
10: Quarter Strength Drive
11: One-eighth Strength Drive
Valid ONLY in mobile DDR mode.

Figure 5-7. Memory Control Register 3 (Mobile DDR Devices)
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Quevue Configuration Register (EBIU_DDRQUE)

Queue Configuration Register (EBIU_DDRQUE)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

0xFFCO0A30

|o|0|0|o|o|o|o|o|o|o|o|o|o|o|o|o| Reset = 0x0000 1115

[31:16], [15], [11], [7:6] Reserved. Do not modify.

15 14 13 12 11 10 9 8

3 2 1 0

LelofoftJofofeftJofofof o] [o]1]

DEB2_URGENT R/W
0 - Treatany DEB2 (USB)
request as urgent

1 - Treat DEB2 (USB)
request as normal
(default)

DEB1_URGENT R/W

0 - Treat any DEB1 (USB)
request as urgent

1 - Treat DEB1 (USB)
request as normal (default)

DEBO_URGENT R/W

0 - Treat any DEBO (USB) request as urgent
1 - Treat DEBO (USB) request as normal
(default)

DEB_ARB_PRIORITY [2:0] R/W

Arbitration Priority between all DEB buses for External
DDR memory:

000: DEBO>DEB1>DEB2

001: DEB1>DEBO0>DEB2 (default)

010: DEB2>DEBO0O>DEB1

011: Reserved

In addition, the following fixed order of arbitration is
maintained:

1. Core lock access

2.Urgent DMA access

3.Core access

4.Normal DMA access

5.Prefetch reads

] L |

|\DEBofPFLEN [1:0] R'W

Prefetch Length for DEBO accesses. Based
on these bits, DQM instructs DDR Control-
ler to perform 2-beat, 4-beat or 8-beat
bursts for prefetch read data.

01: 4 half-words (default)

10: 8 half-words

11: 16-half words

00: Single access performs. 16-bit read to
DDR controller. Second edge is not used.

L DEB1_PFLEN [1:0] R/'W

Prefetch Length for DEB1 accesses. Based on
these bits, DQM instructs DDR Controller to per-
form 2-beat, 4-beat or 8-beat bursts for prefetch
read data.

01: 4 half-words (default)

10: 8 half-words

11: 16-half words

00: Single access performs. 16-bit read to DDR
controller. Second edge is not used.

——— DEB2_PFLEN [1:0] R/W

Prefetch Length for DEB2 accesses. Based on
these bits, DQM instructs DDR Controller to per-
form 2-beat, 4-beat or 8-beat bursts for prefetch
read data.

01: 4 half-words (default)

10: 8 half-words

11: 16-half words

00: Single access performs. 16-bit read to DDR
controller. Second edge is not used.

Figure 5-8. Queue Configuration Register
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Reset Control Register (EBIU_RSTCTL)

Reset Control Register (EBIU_RSTCTL)

15 14 13 12 11 10 9 8 7 6 5

4 3

2

1

0

0 | 0 | 0 | 1 |o| Reset = 0x0002

0xFFCO0A3C |X|X|X|X|X|X|X|X|X|X|0|
|

Reserved. Do not modify

MDDRENABLE RW

0 - Standard DDR initialization and features enabled
1- Mobile DDR initialization and features enabled

SRACK (self-refresh ACK) RO

self-refresh Ack

Acknowledgement from DDR Controller that
the DDR memory is in self-refresh Mode

1: self-refresh Mode

0: Not in self-refresh Mod.

Note: The programmer should set bit 5 when using mobile
DDR. Do not assume this bit will be programmed following a
hard/soft reset or by the boot kernel residing in the on-chip
boot ROM.

Figure 5-9. Reset Control Register 0

S | —

|— DDR_SRESET R/W
(DDR Controller Soft Reset)

Controls reset of DDR controller
0: Reset the DDR controller

1: Release the reset of DDR con-
troller.

This bit is directly connected to
the DDR Controller. The only way
that the DDR controller can come
out of the reset state is by setting
this bit to 1. After this bit is set, the
DDR controller initiates the
power-up sequence on DDR
memory. This takes about 2 us.

Bit 1 RW

This bit must be set to 1 for cor-
rect operation (Default = 1)

SRREQ (self-refresh Request) R/W

0 - DDR exits self-refresh mode
when this bit is cleared to 0.

1 - Sets the DDR memory to be in
self-refresh mode. The controller
starts a self-refresh sequence of
the DDR memory. This bit should
be set until the DDR has entered
self-refresh state (monitored by
checking the SRACK bit) and
should remain set to 1 as long as
the DDR is in the self-refresh
state.
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Error Master Register (EBIU_ERRMST)

Error Master Register (EBIU_ERRMST)

15 14 13 12 11 10 9 8 7 6 5

4

3 2 1 0

[o]°

o|o | o|o| Reset = 0x0000

0xFFCOOA38|o|o|o|o|o|o|o|o olo
I

CORE_MERROR R/W

Set whenever Core accesses any reserved
External Memory space and CORE_ERROR
bit still set. Cleared by the Core by Writing 1.
Write 0 has no effect.

DEB2_MERROR R/W.
Set whenever DEB2 (USB) accesses any
reserved External Memory space and
DEB2_ERROR bit still set. Cleared by the
Core by Writing 1. Write 0 has no effect.
DEB1_MERROR R/W
Set whenever DEB1 accesses any reserved
External Memory space and DEB1_ERROR bit

still set. Cleared by the Core by Writing 1. Write
0 has no effect.

DEBO_MERROR R/W

Set whenever DEBO accesses any reserved
External Memory space and DEBO_ERROR bit
still set. Cleared by the Core by Writing 1. Write
0 has no effect.

Figure 5-10. Error Master Register

DEBO_ERROR R/W

Set whenever an access from the DEBO

happens on to External Memory which is
reserved. Cleared by the Core by Writing
1. Write 0 has no effect.

—— DEB1_ERROR R/W

Set whenever an access from the DEB1
happens on to External Memory which is
reserved. Cleared by the Core by Writing
1. Write 0 has no effect.

DEB2_ERROR R/W

Set whenever an access from the DEB2
(USB) happens on to External Memory
which is reserved. Cleared by the Core
by Writing 1. Write 0 has no effect.

CORE_ERROR R/W

Set whenever the Core accesses any
reserved External Memory space.
Cleared by the Core by Writing 1. Write 0
has no effect.

ADSP-BF54x Blackfin Processor Hardware Reference
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Error Address Register (EBIU_ERRADD)

Error Address Register (EBIU_ERRADD)

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
0xFFCO00A34 |o|olololololololo|o|o|o|0|o|o|0| Reset = 0x0000 0000

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Llofefofofrfefofofofoft]ofofo]1]
L |

ERROR_ADDRESS (Error Address) [31:0] ROJ

The error address to which any Bus Master (DEBO, DEB1, DEB2, Core) had accessed.
This register captures the first error address by an individual bus. If two errors
accesses happen by two buses, the address with the later bus will be captured.

Figure 5-11. Error Address Register

Mode of Operation - DDR

The DDR SDRAM controller performs the DDR SDRAM read and write
accesses based on external SDRAM memory requests by the processor core

EAB, DEBO, DEB1, and DEB2 buses.

The DDR SDRAM timing, such as row and column latency, precharge
timing, and row access time are programmed to default values at system
reset. They also can be programmed during runtime if the application
wishes to optimize the system performance. The internal counters in the
DDR controller handle all the timing parameters.

Data between the DDR SDRAM controller and the DDR SDRAM device
transfers at both the rising edge and falling edge of clock. The DDR
SDRAM controller has the built-in data path to handle all data generation
and sampling tasks.
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Data Flow for 16-bit DDR SDRAMs

For read access, the DDR SDRAM drives 16 bits of data at both edges of
the SDRAM clock. The DQS strobe is sampled by the DDR controller
data path (synchronized with internal clock) and transferred to the DDR
arbiter as a single 32-bit data. The DDR arbiter transfers the 32-bit data
to the corresponding queues for which the read request command is
accepted. The queue in turn transfers the same on to DMA buses or
unpacks the 32-bit data word into two single half-words (16-bit) or 4 sin-
gle bytes (8-bit), depending upon the DMA data width, before
transferring them on to DMA buses. In the case of 32-bit wide DMA
transfers, no unpacking is done.

For a core read request, the DDR arbiter transfers the 32-bit data to the
core.

For write accesses, each DEB queue accepts byte/half-word/word requests
from the corresponding DMA bus and packs into a 32-bit DDR SDRAM
data word. A write request to the DDR arbiter is then made. The DDR

arbiter then accepts a 32-bit write requests from DEB queues and the core
bus, arbitrates based on arbitration priority and transfers one of the write
request on to DDR controller. The DDR controller in turn writes as two

16-bit half-words on both edges of the clock (DQS strobe).

For write requests from the core, write commands are sent directly to the

DDR arbiter without any packing.

The DDR SDRAM controller supports SDRAM devices of sizes of 64,
128, 256, 512 Mbits. For all device sizes it supports configurations of x4,
x8 and x16 data width per SDRAM. The programmer can use multiple
SDRAM devices to build a SDRAM data width of 16-bits. Both the device
size and SDRAM data word size is programmable by the programmer.

The DDR SDRAM controller supports an open page policy. Open page
policy takes advantage of the fact that once a row is activated, multiple
accesses can be made to the same row (page) without precharging the

bank.
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The pipeline feature of the DDR controller and the queuing feature of the
queue manager block consecutive page hit write or consecutive page hit
read to/from DDR without any idle cycles between accesses.

Definition of Standard DDR Terms

The following are definitions used in the rest of this chapter.

tRCD tRP N

tRAS

)l

tae

l L

Figure 5-12. DDR Terms

Active command The active command is used to open (or activate) a row
in a particular bank for subsequent access. The value on the DBA1-0 pins
selects the DDR’s internal bank, and the address on the DA12-0 pins
selects the row. The open row is also referred to as the open page. This
row (page) remains open for accesses until a precharge command is issued
to that bank. In a particular bank, only one row can be open at any time.
A precharge command must be issued before opening a different row in
the same bank.

Precharge command The precharge command is used to close (or deacti-
vate) the open row in a particular bank or the open row in all internal
banks. Once a bank is precharged, it is in an idle state and must be acti-
vated prior to any read or write commands being issued to the same bank.

Read command Precharge not supported

Write command Precharge not supported
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Auto refresh command DDR data must be refreshed within a certain
interval to prevent loss of data. The DDR controller automatically issues
an auto refresh command to the DDR SDRAM device to refresh its mem-
ory. The DDR controller refreshes one row each time.

The refresh interval is programmable by the programmer in the control
register. All control registers can be programmed during runtime. The
refresh interval field in the control register measures the interval for
auto-refresh in terms of clock cycles. If the cycle time of the system clock
is 10ns, the refresh interval value should be 780 to indicate a 7.8 ps refresh
interval.

The DDR SDRAM controller has an internal counter to count the refresh
period. When the counter expires, the controller precharges all the banks
and then issues an auto-refresh command to the SDRAM—if the SDRAM
is in idle state. If the SDRAM is being accessed for read, write or other
commands, the precharge and auto refresh commands are delayed until
the current command is completed.

A request for an access to DDR SDRAM while auto refresh is in progress
will be delayed till auto refresh is completed.

Enter Self-Refresh Mode To minimize power consumption, the DDR
SDRAM controller enters the self-refresh mode under programmer con-
trol. When the SRREQ bit is set (in the EBIU_RSTCTL register), it starts the
self-refresh sequence. This enables the SDRAM to continue to refresh its
memory array while minimizing power consumption, resulting in no data
loss. Once the SRREQ bit is set, it should not be cleared until the DDR
SDRAM enters a self-refresh state, indicated by SRACK = 1 in the reset con-
trol register. The processor or DMA should not issue any further
commands until the SRACK bit is set.

The DDR controller brings the DDR SDRAM to self-refresh mode by
issuing self-refresh and de-asserts the DCKE signal. The DCKE signal is kept
low until the DDR exits self-refresh mode.
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Once in self-refresh mode, the programmer must not attempt to access the
DDR memory. The programmer must also not attempt to write
EBIU_DDRCTLO, EBIU_DDRCTL1, EBIU_DDRCTL2 and EBIU_DDRCTL3 registers
while in self-refresh mode. Such actions will cause the processor to hang.

Exit from Self-Refresh Mode To exit from self-refresh mode, the SRREQ
bit must be de-asserted by the programmer. The controller asserts the DCKE
signal and then issues an auto-refresh after waiting for 16 clock cycles.
However, DDR SDRAM devices are required to wait for 200 clock cycles
before processing any read/write request. The DDR SDRAM controller
keeps the SRACK bit asserted high for 200 cycles after the DCKE is asserted.
After the SRACK is cleared, SDRAM is operational again and the program-
mer can issue normal SDRAM requests. The processor should check for
SRACK being cleared and then issue any commands.

The programmer must follow the procedures described above for entering
and exiting the self-refresh mode. After exiting self-refresh mode, the pro-
grammer must set the EBIU_DDRCTLO, EBIU_DDRCTL1, EBIU_DDRCTL2 and
EBIU_DDRCTL3 registers appropriately for the frequency of operation and
DDR memory specification.

Returning from Hibernate After putting the DDR memory in self-refresh
mode, it is common for the Blackfin processor to go to the Hibernate
state, with no power applied to itself. Later, when the Blackfin processor
powers up and returns from the Hibernate state, the DDR will enter the
self-refresh mode. Enabling the DDR controller will cause the DDR

memory to exit self-refresh mode.

Once the DDR controller is enabled, it goes through the normal initializa-
tion sequence and wakes up the DDR memory from self-refresh mode to
its normal mode of operation. When the DDR controller is enabled (after
returning from hibernate), the programmer must, as always, set the
EBIU_DDRCTLO, EBIU_DDRCTL1, EBIU_DDRCTL? and EBIU_DDRCTL3 ngiStCI‘S
appropriately for the frequency of operation and DDR memory
specification.
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Mode Register Set The mode register is the DDR internal configuration
register containing programmer defined parameters. The mode register set
command is issued by the DDR controller automatically during power on
initialization and when the programmer writes to EBIU_DDRCTL2.

Extended Mode Register Set The extended mode register set command is
issued by the DDR controller automatically during power on initialization
and when the programmer writes to EBIU_DDRCTL3. Extended mode regis-
ter set and mode register set differ by the encoding of the DBA1-0 signals.

Table 5-5. DDR SDRAM Commands

CS# RAS# CAS# WE# BA[1:0] | Commands

00 Mode register set

[«
—_

Extended mode register set

Command inhibit (NOP)

Active

Read

Write

Precharge
Refresh

Mode register set/extended mode register set

il N Nl Il Nl ol Bl
ol B oull N ol I ol s o ol A ol I I o A
asli I snll I ol e ol B A ol B ol B Bl
nll B il e vl B ol B ol e ol ol I SE RN

Burst terminate

Write enable/output enable

| e ] | ] | ] x| |

Write inhibit/output high -Z

Burst Length The burst length determines the number of words the DDR
stores or delivers after detecting a single write or read command, respec-
tively. The burst length is programmed in the SDRAM mode register
during the power-up sequence. The DDR controller, for the
ADSP-BF54x processor processor, only supports burst length = 2 mode.
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Burst Stop Command The burst stop command is one of several ways to
terminate a burst read or write operation. Since the SDRAM burst length
is always programmed to be 2, the DDR controller does not need any
burst stop command.

Burst Type The burst type determines the access order in which the DDR
delivers burst data after detecting a read command or stores burst data
after detecting a write command. The burst type is programmed in the
DDR mode register during the power-up sequence. Burst type can be
sequential or interleaved. Since the DDR controller only supports a burst
length of 2, the burst type does not matter. The ADSP-BF54x processor
processor ‘s DDR controller always sets the burst type to sequen-
tial-accesses-only during the SDRAM power-up sequence.

CAS Latency (also tpa, tcacs ter)- The column address strobe (DCAS)

latency is the delay, in clock cycles, between when the SDRAM detects the
read command and when it provides the data at its output pins. The DCAS
latency is programmed in the SDRAM mode register during the power-up
sequence. The speed grade of the device and the application’s clock fre-
quency determine the value of the DCAS latency. The DDR controller
supports DCAS latencies of 1.5, 2, 2.5, and 3 clocks.

CBR (CAS before RAS) Auto-Refresh When the DDR controller refresh
counter times out, it precharges all four banks of SDRAM and then issues
an auto-refresh command to them. This causes the SDRAMs to generate
an internal CBR refresh cycle. When the internal refresh completes, all
four DDR internal banks are precharged.

DQM Data I/0 Mask Function The DQM1-0 pins provide a byte masking
capability on 8-bit writes to DDR. The DaM1-0 pins are not used to mask
data on read cycles.

Internal Bank In a DDR, there are several internal memory banks. These
banks are selected by the bank address (DBA1-0) pins.
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Page Hit Detection The DDR controller stores the row address in the row
address register each time it activates a bank. Internally the DDR control-
ler has four row address registers, one for each bank. Once a bank is
activated for read or write, the bank remains active. When a new access
request arrives to the DDR SDRAM controller, it automatically checks
the internal row address register. If the new access is for the same row
(page hit), the DDR SDRAM controller skips the active command and

directly issues the read/write command to access the DDR.

Maximum Bank Active Time Each DDR bank can remain in an active
state up to hundreds of microseconds, but it must be precharged again
before the maximum active—to—precharge time is exceeded. The DDR
SDRAM controller assures that each bank does not exceed the maximum
active-to-precharge time by use of a refresh interval. Since the refresh
period is smaller than the maximum active—to—precharge time in
SDRAMSs and all banks must be idle before a refresh can be issued, no
bank will remain in the active state for more than the active-to-pre-charge
time. For each refresh issued, the DDR SDRAM controller checks that all
banks are idle. If any bank is active, the controller issues an all bank pre-
charge command to DDR before the refresh command.

The programmer must make sure that the refresh cycle that is pro-
grammed in EBIU_DDRCTLO is smaller than the active—to—precharge time.

Page Miss Access When a DDR SDRAM access generates a page miss that
the bank is precharged (deactivated), the DDR controller starts the access
with the ACTIVE command. If the bank is active but the row address is a
mismatch, the DDR controller first issues a precharge command. After the
precharge-to-active delay, the DDR controller issues the active command
and then a read or write command to access the memory. If the bank is
already precharged, the precharge command is skipped.
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Register Mode DDR Support The DDR SDRAM controller supports
DDR SDRAM systems with and without external registers for address and
control signals. The buffered mode is functionally identical to using single
discrete SDRAM devices. The control and address signals are buffered on
the board to reduce loading to the SDRAM controller. The REGE bit must
be set to 0 to support discrete and buffered mode.

Register mode is designed for systems that have external registers for each
control and address signal between the DDR controller and the DDR
SDRAM. The REGE bit is set to 1 to enable the register mode. When regis-
ter mode is enabled, the latency of all accesses is increased by one system
clock cycle.

DDR SDRAM System Organization

DDR devices are available with 4-, 8-, and16-bit data width. To build a
memory system with 16-bit data, multiple x4 or x8 DDR SDRAM devices
can be connected in parallel to provide the total data bits. Different data
word sizes do not affect the address bit used to access the SDRAM. The
word size on the interface between the DDR SDRAM controller and the
DDR queue block is always double the width of the data path to the DDR
because the DDR transfers two bits of data per pin per clock cycle.

All the address and control signals, with the exception of DQM1-0, are com-
mon to all SDRAM chips. The paM1-0 signal must match with the data
bits with which they are associated.

Figure 5-13 shows a DDR system of 16-bit data word made by using
512M bit (64M bytes) SDRAM devices with x8 configuration, producing
128M bytes per external memory bank.
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Figure 5-13. 16-bit Data Bus DDR System

DDRO
64 Mbyte

DDR SDRAM Configurations Supported

The ADSP-BF54x processor DDR SDRAM controller supports different
sizes of SDRAM chips from 64 Mbit to 512 Mbit. The following tables
list the supported sizes.

Table 5-6. Using 64 Mbit (8M bytes) SDRAM Chips

SDRAM | Individual Total Total Size | Row Column | Bank External

Data SDRAM SDRAM | per Address | Address | Address Chip

Width Width Needed External | Bits Bits Bits Selects
Bank

16 x4 4 32M bytes| 22:11 10:1 24:23 26:25

16 x8 2 16M bytes| 21:10 9:1 23:22 25:24

16 x16 1 8M bytes | 20:9 8:1 22:21 24:23
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Table 5-7. Using 128 Mbit (16M bytes) SDRAM Chips

SDRAM | Individual Total Total Size | Row Column | Bank External

Data SDRAM SDRAM | per Address | Address | Address Chip

Width Width Needed | External | Bits Bits Bits Selects
Bank

16 x4 4 64M bytes | 23:12 11:1 25:24 27:26

16 x8 2 32M bytes| 22:11 10:1 24:23 26:25

16 x16 1 16M bytes| 21:10 9:1 23:22 25:24

Table 5-8. Using 256 Mbit (32M bytes) SDRAM Chips

SDRAM | Individual Total Total Size | Row Column | Bank External

Data SDRAM SDRAM | per Exter- | Address | Address | Address Chip

Width Width Needed nal bank | Bits Bits Bits Selects

16 x4 4 128M 24:12 11:1 26:25 28:27
bytes

16 x8 2 64 M 23:11 10:1 25:24 27:26
bytes

16 x16 1 32 M 22:10 9:1 24:23 26:25
bytes

Table 5-9. Using 512 Mbit (64 M bytes) SDRAM Chips

SDRAM | Individual Total Total Size | Row Column | Bank External

Data SDRAM SDRAM | per Exter- | Address | Address | Address Chip

Width Width Needed nal bank | Bits Bits Bits Selects

16 x4 4 256 M 25:13 12:1 27:26 29:28
bytes

16 x8 2 128 M 24:12 11:1 26:25 28:27
bytes

16 x16 1 64 M 23:11 10:1 25:24 27:26
bytes
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DDR Timing Parameter Definitions

ACTIVE-to-PRECHARGE Command Delay (tgpg)—The required delay

between issuing an active command and issuing a precharge command and
between the self-refresh command and the exit from self-refresh.

PRECHARGE Command Period (tgp)—The required delay between issu-

ing a precharge command and issuing an activate command, between a
precharge command and issuing an auto-refresh command, and between a
precharge command and issuing a self-refresh command.

ACTIVE_A-to-ACTIVE_A Delay tg)-The required delay between issu-

ing successive activate commands to the same SDRAM internal bank. The
programmer must ensure that tgag + trp 2 trC-

ACTIVE-to-READ/WRITE Delay (tgcp)—The required delay between

an active command and the start of the first read or write command

AUTO-REFRESH Command Period (tgpc)—-The required delay between

issuing an auto-refresh command and an active command.

Average Refresh Interval (tggpp)—The number of cycles from one refresh

command to next refresh command.

WRITE-to-READ Delay (tyr)—The number of cycles between last

write data and next read command.

Werite Recovery Time (typr)—The clock cycles needed for the SDRAM to

recover from a write command and be able to accept a precharge
command.

LOAD MODE REGISTER Command Cycle Time (tyygp)—The number
of clock cycles after setting of the mode register in the DDR and before
issue of next command.
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DDR Metrics Control Registers

The EBIU provides a set of registers and counters to monitor performance
and activities on the DDR SDRAM interface and in the DDR arbiter for
accesses to DDR SDRAM memory. There are 23 counters and two con-
trol registers, each 32-bits wide, for this purpose.

The following sections describe the DDR metrics control registers:
“DDR Metrics Counter Enable (EBIU_DDRMCEN) Register” on
page 5-44

“DDR Metrics Counter Clear (EBIU_DDRMCCL) Register” on
page 5-47

“DDR READ Access Count (EBIU_DDRBRCx) Registers” on page 5-49
“DDR WRITE Access Count (EBIU_DDRBWCx) Registers” on
page 5-50

“DDR Page ACTIVATE Count (EBIU_DDRACCT) Register” on
page 5-51

“DDR TURN AROUND Count (EBIU_DDRTACT) Register” on
page 5-51

“DDR AUTO-REFRESH Count (EBIU_DDRARCT) Register” on
page 5-51

“DDR Grant Count (EBIU_DDRGCx) Registers” on page 5-51

DDR Metrics Counter Enable (EBIU_DDRMCEN) Register

This 32-bit system MMR independently controls different DDR metrics
counters. Each bit in this register (except bits[25:24]) enables and disables
the corresponding counter. When a bit is set to 1, the corresponding
counter starts. When a bit is 0, the corresponding counter stops counting
but is not cleared. The corresponding bit in the DDR metrics counter
clear (EBIU_DDRMCCL) register must be set to clear the counter (see

Table 5-10 and Table 5-11).

5-44 ADSP-BF54x Blackfin Processor Hardware Reference



External Bus Interface Unit

Table 5-10. DDR Metrics Counter Enable Register

Address Register Name Size |Reset Value

0xFFC0 0ACO | DDR Metrics Counter Enable Register 32 | 0x0000 0000

Table 5-11. DDR Metrics Counter Enable Register Bits

Name Offset | Access | Description

Reserved 31:30 | RO Reads 0

GCCONTROL 25:24 | R/W | Specifies 4 different schemes for DDR Grants
DDR Grant Count Control Count (see Table 5-14 on page 5-52):

00: Core, DEBO, DEB1, DEB2,(Default)
01: Core, DEBOWR, DEBORD, DEBOPF
10: Core, DEB1WR, DEB1RD, DEB1PF
11: Core, DEB2WR, DEB2RD, DEB2PF

GC3ENABLE 23 R/W | 1: Enable Grant Count Register 3

DDR Grant Count 0: Disable Grant Count Register 3(Default)
Register 3 Enable

GC2ENABLE 22 R/W | 1: Enable Grant Count Register 2

DDR Grant Count 0: Disable Grant Count Register2(Default)
Register 2 Enable

GCIENABLE 21 R/W | 1: Enable Grant Count Register 1

DDR Grant Count 0: Disable Grant Count Register1(Default)
Register 1 Enable

GCOENABLE 20 R/W | 1: Enable Grant Count Register 0

DDR Grant Count 0: Disable Grant Count Register01(Default)
Register 0 Enable

Reserved 19 RO | Reads 0

ARCENABLE 18 R/W | 1: Enable Auto-Refresh Count

Total DDR Auto-Refresh 0: Disable Auto-Refresh Count (Default)
Count Enable

RWTCENABLE 17 R/W | 1: Enable Turn Around Count

Total DDR R/W Turn Around 0: Disable Turn Around Count (Default)
Count Enable

ADSP-BF54x Blackfin Processor Hardware Reference 5-45



DDR SDRAM Memory Interface

Table 5-11. DDR Metrics Counter Enable Register Bits (Contd)

Name Offset | Access | Description

ROWACTCENABLE 16 R/W | 1: Enable Row Activate Count

Total DDR Row 0: Disable Row Activate Count (Default)
ACTIVATE Count Enable

B7RCENABLE 15 R/W | 1: Enable Read Count to Bank7

Bank7 Read Count Enable 0: Disable Read Count to Bank7(Default)

B6RCENABLE 14 R/W
Bank6 Read Count Enable

: Enable Read Count to Bank6
: Disable Read Count to Bank6(Default)

[«

B5RCENABLE 13 R/W | 1: Enable Read Count to Bank5
Bank5 Read Count Enable 0: Disable Read Count to Bank5(Default)
B4RCENABLE 12 R/W | 1: Enable Read Count to Bank4
Bank4 Read Count Enable 0: Disable Read Count to Bank4(Default)
B3RCENABLE 11 R/W | 1: Enable Read Count to Bank3

[«

Bank3 Read Count Enable : Disable Read Count to Bank3(Default)

B2RCENABLE 10 R/W | 1: Enable Read Count to Bank2
Bank2 Read Count Enable 0: Disable Read Count to Bank2(Default)
BIRCENABLE 9 R/W | 1: Enable Read Count to Bankl
Bank1 Read Count Enable 0: Disable Read Count to Bank1(Default)
BORCENABLE 8 R/W | 1: Enable Read Count to Bank0

S =

Bank0 Read Count Enable : Disable Read Count to BankO(Default)

B7WCENABLE 7 R/W | 1: Enable Write Count to Bank7
Bank7 WRite Count Enable 0: Disable Write Count to Bank7(Default)
B6WCENABLE 6 R/W | 1: Enable Write Count to Bank6
Bank6 WRite Count Enable 0: Disable Write Count to Bank6(Default)
B5WCENABLE 5 R/W | 1: Enable Write Count to Bank5

S =

Bank5 WRite Count Enable : Disable Write Count to Bank5(Default)

B4WCENABLE 4 R/W | 1: Enable Write Count to Bank4
Bank4 WRite Count Enable 0: Disable Write Count to Bank4(Default)
B3WCENABLE 3 R/W | 1: Enable Write Count to Bank3
Bank3 WRite Count Enable 0: Disable Write Count to Bank3(Default)
B2WCENABLE 2 R/W | 1: Enable Write Count to Bank2

Bank2 WRite Count Enable

(=]

: Disable Write Count to Bank2(Default)
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Table 5-11. DDR Metrics Counter Enable Register Bits (Cont'd)

Name Offset | Access | Description

B1WCENABLE 1 R/W | 1: Enable Write Count to Bank1

Bank1 WRite Count Enable 0: Disable Write Count to Bank1(Default)
BOWCENABLE 0 R/W | 1: Enable Write Count to Bank0

Bank0 WRite Count Enable 0: Disable Write Count to Bank0(Default)

DDR Metrics Counter Clear (EBIU_DDRMCCL) Register
This 32-bit SMMR controls independent clearing of DDR metrics coun-

ters. Each bit in this register, when set to 1, clears the corresponding
counter. Writing 0 in a bit position has no affect on the corresponding
counter. This register is used to clear the corresponding counter(s) before

starting them (see Table 5-12 and Table 5-13).

Table 5-12. DDR Metrics Counter Clear Register

Address Register Name Size |Reset Value

0xFFCO0 0AC4 DDR Metrics Counter Clear Register 32 0x0000 0000

Table 5-13. DDR Metrics Counter Clear Register Bits

Name Offset |Access | Description

Reserved 31:24 | RO Reads 0s

CG3COUNT 23 R/W | 1: Clear Grant Count Register 3
Clear DDR Grant Count Register 3 0: Do not Clear (Default)

CG2COUNT 22 R/W | 1: Clear Grant Count Register 2
Clear DDR Grant Count Register 2 0: Do not Clear (Default)
CGI1COUNT 21 R/W | 1: Clear Grant Count Register 1
Clear DDR Grant Count Register 1 0: Do not Clear (Default)
CGOCOUNT 20 R/W | 1: Clear Grant Count Register 0
Clear DDR Grant Count Register 0 0: Do not Clear (Default)
Reserved 19 RO Reads 0
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Table 5-13. DDR Metrics Counter Clear Register Bits (Cont'd)

Name Offset |Access | Description

CARCOUNT 18 R/W | 1: Clear Auto-Refresh Count
Clear Total DDR Auto-Refresh Count 0: Do not Clear (Default)
CRWTACOUNT 17 R/W | 1: Clear Turn Around Count
Clear Total DDR R/W Turn Around Count 0: (Defaulr)

CRACOUNT 16 R/W | 1: Clear Row Activate Count
Clear Total DDR Row ACTIVATE Count 0: Do not Clear (Default)
CB7RCOUNT 15 R/W | 1: Clear Read Count to Bank7
Clear Bank7 Read Count 0: Do not Clear (Default)
CB6RCOUNT 14 R/W | 1: Clear Read Count to Bank6
Clear Bank6 Read Count 0: Do not Clear (Default)
CB5SRCOUNT 13 R/W | 1: Clear Read Count to Bank5
Clear Bank5 Read Count 0: Do not Clear (Default)
CB4RCOUNT 12 R/W | 1: Clear Read Count to Bank4
Clear Bank4 Read Count 0: Do not Clear (Default)
CB3RCOUNT 11 R/W | 1: Clear Read Count to Bank3
Clear Bank3 Read Count 0: Do not Clear (Default)
CB2RCOUNT 10 R/W | 1: Clear Read Count to Bank2
Clear Bank2 Read Count 0: Do not Clear (Default)
CBIRCOUNT 9 R/W | 1: Clear Read Count to Bank1
Clear Bankl Read Count 0: Do not Clear (Default)
CBORCOUNT 8 R/W | 1: Clear Read Count to Bank0
Clear Bank0 Read Count 0: Do not Clear (Default)
CB7WCOUNT 7 R/W | 1: Clear Write Count to Bank7
Clear Bank7 Write Count 0: Do not Clear (Default)
CB6WCOUNT 6 R/W | 1: Clear Write Count to Bank6
Clear Bank6 Write Count 0: Do not Clear (Default)
CB5WCOUNT 5 R/W | 1: Clear Write Count to Bank5
Clear Bank5 Write Count 0: Do not Clear (Default)
CB4WCOUNT 4 R/W | 1: Clear Write Count to Bank4
Clear Bank4 Write Count 0: Do not Clear (Default)
CB3WCOUNT 3 R/W | 1: Clear Write Count to Bank3
Clear Bank3 Write Count 0: Do not Clear (Default)
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Table 5-13. DDR Metrics Counter Clear Register Bits (Contd)

Name Offset |Access | Description

CB2WCOUNT 2 R/W | 1: Clear Write Count to Bank2
Clear Bank2 Write Count 0: (Default)

CBIWCOUNT 1 R/W | 1: Clear Write Count to Bank1
Clear Bank1 Write Count 0: Do not Clear (Default)
CBOWCOUNT 0 R/W | 1: Clear Write Count to Bank0
Clear Bank0 Write Count 0: Do not Clear (Default)

DDR READ Access Count (EBIU_DDRBRCXx) Registers

Each of the following registers counts read accesses to the corresponding
DDR SDRAM bank, when enabled. Bank4 through Bank?7 imply banks

in the second external memory bank.

e DDR Bank0 Read Count (EBIU_DDRBRCO) Register
(Address: 0xFFCO0 0A60)

* DDR Bankl Read Count (EBIU_DDRBRC1) Register
(Address: 0xFFCO 0A64)

e DDR Bank2 Read Count (EBIU_DDRBRC?2) Register
(Address: 0xFFCO0O 0AG8)

* DDR Bank3 Read Count (EBIU_DDRBRC3) Register
(Address: 0xFFCO0 0A6C)

* DDR Bank4 Read Count (EBIU_DDRBRC4) Register
(Address: 0xFFCO0 0A70)

* DDR Bank5 Read Count (EBIU_DDRBRC5) Register
(Address: 0xFFCO 0A74)
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* DDR Bank6 Read Count (EBIU_DDRBRC6) Register
(Address: 0xFFCO 0A78)

* DDR Bank7 Read Count (EBIU_DDRBRC7) Register
(Address: 0xFFCO0 0A7C)

DDR WRITE Access Count (EBIU_DDRBWCXx) Registers

Each of the following registers counts write accesses to the corresponding
DDR SDRAM bank, when enabled. Bank4 through Bank7 imply banks

in the second external memory bank.

e DDR Bank0 Write Count Register (EBIU_DDRBWCO)
(Address: 0xFFCO0O 0A80)

e DDR Bankl Write Count Register (EBIU_DDRBWC1)
(Address: 0xFFCO 0A84)

* DDR Bank2 Write Count Register (EBIU_DDRBWC2)
(Address: 0xFFCO 0A88)

* DDR Bank3 Write Count Register (EBIU_DDRBWC3)
(Address: 0xFFCO 0A8C)

* DDR Bank4 Write Count Register (EBIU_DDRBWC4)
(Address: 0xFFCO0 0A90)

* DDR Bank5 Write Count Register (EBIU_DDRBWC5)
(Address: 0xFFCO0 0A94)

e DDR Bank6 Write Count Register (EBIU_DDRBWC6)
(Address: 0xFFCO0O 0A98)

e DDR Bank7 Write Count Register (EBIU_DDRBWC7)
(Address: 0xFFCO 0A9C)
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DDR Page ACTIVATE Count (EBIU_DDRACCT) Register

This register counts the total number of times the page activate command

was issued to the DDR SDRAM, for all banks. (Address: 0xFFCO0 0AAO0)

DDR TURN AROUND Count (EBIU_DDRTACT) Register

This register counts the total number of times there was a turn around
between read and write or between write and read commands, for all

banks. (Address: 0xFFCO 0AAS8)

DDR AUTO-REFRESH Count (EBIU_DDRARCT) Register

This register counts the total number of times the auto-refresh command

was issued, for all banks. (Address: 0xFFC0 0AAC)

DDR Grant Count (EBIU_DDRGCXx) Registers

There are four DDR grant count registers. These counters may be used to
monitor how the four requesters (for example, EAB, DEBO, DEBI,
DEB2) are granted access to the DDR memory.

* DDR Grant Count Register 0 (EBIU_DDRGCO)
(Address: 0xFFCO 0ABO) If the DDR grant control field of the
DDR metrics counter enable register (bit[25:24]) is set to 0 — this
register counts the total number of times the EAB was granted

access to DDR SDRAM.

e DDR Grant Count Register 1 (EBIU_DDRGC1)
(Address: 0xFFCO 0AB4) If the DDR grant control field of the
DDR metrics counter enable register (bit[25:24]) is set to 0 — this
register counts the total number of times the DEBO was granted

access to DDR SDRAM.
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* DDR Grant Count Register 2 (EBIU_DDRGC2)
(Address: 0xFFCO 0ABS8) If the DDR grant control field of the
DDR metrics counter enable register (bit[25:24]) is set to 0 — this

register counts the total number of times the DEB1 was granted
access to DDR SDRAM.

e DDR Grant Count Register 3 (EBIU_DDRGC3)
(Address: 0xFFCO 0ABC) If the DDR grant control field of the
DDR metrics counter enable register (bit[25:24]) is set to 0 — this

register counts the total number of times the DEB2 was granted
access to DDR SDRAM.

More Grant Counter Options

The grant count registers can be configured to record grants in different
ways, depending upon the DDR grant control field of the DDR metrics
counter enable register (bit[25:24]). Table 5-14 enumerates different ways
the programmer can configure these counters.

Table 5-14. DDR Grant Control Scheme

Grant Control |Grant Count Grant Count Grant Count Grant Count

Field[1:0] Register 1 Register 2 Register 3 Register 4

00 Total EAB Grants | Total DEBO Grants | Total DEB1 Grants | Total DEB2 Grants

01 Total EAB Grants | DEBO WR Grants | DEBO RD Grants | DEBO Prefetch Grants

10 Total EAB Grants | DEB1 WR Grants | DEB1 RD Grants | DEB1 Prefetch Grants

11 Total EAB Grants | DEB2 WR Grants | DEB2 RD Grants | DEB2 Prefetch Grants
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DDR Grant Count Control

The DDR grant count control field (bits[25:24]) in the EBIU_DDRMCEN reg-
ister helps monitor arbitration activities inside the EBIU arbiter.

*  When this field is set to 00, the DDR grant count registers 0, 1, 2,
and 3 count the number of grants given to EAB, DEBO, DEB1,
and DEB2 buses respectively for access requests to DDR SDRAM.

e When this field is set to 01, DDR grant count registers 1, 2, and 3
count the total number of grants given to DEBO, the number of
grants given to DEBO write requests, the number of grants given to
DEBO read requests and the number of grants given to DEBO
prefetch read requests, respectively. Grant count register 0 counts
the number of grants given to EAB.

* When this field is set to 10, DDR grant count registers 1, 2, and 3
count the total number of grants given to DEB1, the number of
grants given to DEB1 write requests, the number of grants given to
DEBO read requests and the number of grants given to DEB1
prefetch read requests, respectively. Grant count register 0 counts
the number of grants given to EAB.

e When this field is set to 11, DDR grant count registers 1, 2, and 3
count the total number of grants given to DEB2, the number of
grants given to DEB2 write requests, the number of grants given to
DEB2 read requests and the number of grants given to DEB2
prefetch read requests, respectively. Grant count register 0 counts
the number of grants given to EAB.
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Asynchronous Memory Interface

The EBIU interface allows a view into a variety of memory and peripheral
devices, including SRAM, ROM, EPROM, NOR flash memory, and
FPGA/ASIC devices. Four asynchronous memory regions (banks) are sup-
ported. Each has a unique memory select associated with it, as shown in

Table 5-15.

Table 5-15. Asynchronous Memory Bank Address Range

Memory Bank Select Address Start Address End
AMS|[3] 2C00 0000 2FFF FFFF
AMSI2] 2800 0000 2BFF FFFF
AMS[1] 2400 0000 27FF FFFF
AMS[0] 2000 0000 23FF FFFF

Although it is called asynchronous memory interface, each bank in the
asynchronous memory region supports synchronous memory devices such

as NOR flash memory. Each bank may be individually configured for one
of three operating modes:

* Asynchronous read/write
* Asynchronous page mode read

* Synchronous burst read

Asynchronous Memory Address Decode

The address range allocated to each asynchronous memory bank is fixed at
64M bytes. Many code and data structures may fit within the confines of a

single memory bank and not all of an enabled memory bank needs be
populated.
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Accesses to unpopulated memory of partially populated ASYNC banks do
not result in a bus error and will alias to valid ASYNC addresses.

The asynchronous memory signals are defined in Table 5-16. The timing
of these pins is programmable to allow a flexible interface to devices of dif-
ferent speeds. Certain pins switch between asynchronous and flash
functions depending on the access mode selected for the memory bank
being accessed. For example interfaces, see Chapter 19, “System Design”.

Table 5-16. Asynchronous Memory Interface Pins

Pin Name Type | Asynchronous Function | FLASH Function Changes with Mode?
ADDR25 O | Address Bus Clock Output (CLK) Yes
ADDR24-1 O | Address Bus Address Bus No
DATA15-0 I/0O | Data Bus Data Bus No
AMSX O | Memory Select Chip Enable (CE#) No
ABEO O | Lower Byte Enable - Yes
ABET O | Upper Byte Enable -- Yes
AOE O | Output Enable Address Valid (ADV#) Yes
ARE O | Read Enable Output Enable (OE#) No
AWE O | Write Enable Werite Enable (WE#) No
ARDY O | Ready Wait (WAIT#) No

Asynchronous Memory Arbitration

The asynchronous memory arbiter accepts requests from the address reso-
lution block for each of the DEBO, DEB1, DEB2, and the external access
bus. The arbiter in the ASYNC follows an arbitration scheme similar to
DDR, but simplified. The DMA reads and writes have the same priority,
which eliminates the need for “forced write”. Also, there is no prefetch
access in the asynchronous memory interface.
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Table 5-17 summarizes the arbitration scheme for the asynchronous mem-
ory interface. The DEB_ARB_PRIORITY bits of the EBIU_DDRQUE register

control the arbitration.

Table 5-17. Asynchronous Memory Interface Arbiter Priority Scheme

DEB_ARB_PRIORITY:
000 (0>1>2)

DEB_ARB_PRIORITY:
001 (1>0>2)

DEB_ARB_PRIORITY:
010 (2>0>1)

DEB1 READ/WRITE
DEB2 READ/WRITE

DEBO READ/WRITE
DEB2 READ/WRITE

Core TESTSET Core TESTSET Core TESTSET
Urgent DMA Urgent DMA Urgent DMA
DEBOREAD/WRITE DEB1 READ/WRITE DEB2 READ/WRITE

DEBO READ/WRITE
DEB1 READ/WRITE

Core READ/WRITE

Core READ/WRITE

Core READ/WRITE

Normal DMA
DEBO READ/WRITE
DEB1 READ/WRITE
DEB2 READ/WRITE

Normal DMA
DEB1 READ/WRITE
DEBO READ/WRITE
DEB2 (USB) READ/WRITE

Normal DMA
DEB2 (USB) READ/WRITE
DEBO READ/WRITE
DEB1 READ/WRITE

The priority schemes described above are from the arbiter perspective.

The priority schemes are followed by the arbiter only when they are ready
to arbitrate, not when EBIU receives requests on the DEB or EAB buses.
For example, a DEB bus may indicate Urgent during a request, but if the
urgent signal goes away before the arbiter arbitrates, the DEB request is
treated as regular request. Burst requests, from core, are arbitrated only in
the first beat of a burst; for example, once processor core access is granted,
it is granted for the whole burst.
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Asynchronous Memory Interface Control Registers

The EBIU contains memory-mapped registers that control the access
characteristics for each asynchronous memory bank. In addition, a status
register is provided to reflect the arbiter status.

Table 5-18. EBIU Memory-Mapped Registers

Address Register Name Description

0xFFCO0 0A00 | EBIU_AMGCTL | “Asynchronous Memory Global Control Register
(EBIU_AMGCTL)” on page 5-57

0xFFCO0 0A04 | EBIU_AMBCTL | “Asynchronous Memory Bank Control Registers

0 (EBIU_AMBCTLO, EBIU_AMBCTLI)” on page 5-59
0xFFCO0 0A08 | EBIU_AMBCTL | “Asynchronous Memory Bank Control Registers
1 (EBIU_AMBCTLO, EBIU_AMBCTL1)” on page 5-59
0xFFCO0 EBIU_AMBSCT | “Memory Bank Select Control Register (EBIU_MBSCTL)” on
0A0C L page 5-63
0xFFCO0 0A10 | EBIU_ARBSTAT | “EBIU Arbitration Status Register (EBIU_ARBSTAT)” on
page 5-69
0xFFCO0 0A14| EBIU_MODE “Memory Mode Control (EBIU_MODE) Register” on
page 5-66
0xFFCO0 0A18| EBIU_FCTL “Flash Memory Bank Control (EBIU_FCTL) Register” on
page 5-67
0xFFCO0 Reserved Reserved

0A1C

Asynchronous Memory Global
Control Register (EBIU_AMGCTL)

The EBIU_AMGCTL register configures global aspects of the controller. It
contains bank enables and other information as described in this section.
Do not program this register while the ASYNC is in use (for example,
when code is being executed from this memory space).
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The EBIU_AMGCTL register should be the last control register written-to
when configuring the processor to access asynchronous memory-mapped
devices.

Asynchronous Memory Global Control Register (EBIU_AMGCTL)
Address = 0OxFFC00A00

15 14 13 12 11 10 9 8 7 6

5 4 3 2 1 Reset = 0x0002
[ofefofofooe]oJofofofo]o o]t ]o]

AMBEN[2:0] LAMCKEN

Enable asynchronous memory banks 0 - Disable CLKOUT for asynchronous
000 - All banks disabled memory region accesses

001 - BankO enabled 1 - Enable CLKOUT for asynchronous
010 - BankO and Bank1 enabled memory region accesses

011 - Bank0, Bank1, and Bank2 enabled
1xx - All banks (BankO, Bank1, Bank2,
Bank3) enabled

Figure 5-14. Asynchronous Memory Global Control Register

If a bus operation accesses a disabled asynchronous memory bank, the
EBIU responds by acknowledging the transfer and asserting the error sig-
nal on the requesting bus. The error signal propagates back to the
requesting bus master. This generates a hardware exception to the core, if
it is the requester. For DMA-mastered requests, the error is captured in
the respective status register.

If a bank is not fully populated with memory, then the memory likely
aliases into multiple address regions within the bank. This aliasing condi-
tion is not detected by the EBIU, and no error response is asserted.

For external devices that need a clock, CLKOUT can be enabled by setting
the AMCKEN bit in the EBIU_AMGCTL register. In systems that do not use CLK-
0UT, set the AMCKEN bit to 0.
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Asynchronous Memory Bank Control
Registers (EBIU_AMBCTLO, EBIU_AMBCTL1)

The EBIU asynchronous memory controller has two memory bank con-
trol registers (EBIU_AMBCTLO and EBIU_AMBCTL1). They contain bits for
counters for setup, strobe, and hold time, bits to determine memory type
and size, and bits to configure use of ARDY. The configuration in these
registers applies in all three operating modes. These registers should not be

programmed while the ASYNC is in use.

The timing characteristics of the asynchronous memory interface can be
programmed using these four parameters.

* Setup — The time between the beginning of a memory cycle (AMSx
low) and the read-enable assertion (ARE low) or write-enable asser-
tion (AWE low).

* Read Access — The time between read-enable assertion (ARE low)
and deassertion (ARE high).

e Write Access — The time between write-enable assertion (AWE low)
and deassertion (AWE high).

* Hold — The time between read-enable deassertion (ARE high) or
write-enable deassertion (AWE high) and the end of the memory
cycle (AMSX high).

Each of these parameters can be programmed in terms of EBIU clock
cycles. In addition, there are minimum values for these parameters:

Setup > 1 cycle
Read Access > 1 cycle
Write Access > 1 cycle

Hold 2 0 cycle
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Asynchronous Memory Bank Control 0 Register (EBIU_AMBCTLDO)
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

Address = 0xFFC00A04 [ T4 T4 [+ [+ 1 [1 [1 [1]1 JoJoJoJo[1]o] Reset=o0xFFC2FFC2
L | 1 Il Il Il |

B1WAT[3:0] - ]

Bank1 write access time (number of
cycles AWE is held asserted)

0000 - Not supported

0001 to 1111 - 1 to 15 cycles
B1RAT[3:0]
Bank1 read access time (number of
cycles ARE is held asserted)

0000 - Not supported

0001 to 1111 - 1 to 15 cycles
B1HT[1:0]

Bank1 hold time (number of cycles between AWE or
ARE deasserted, and AMS1 deasserted)
00 - 0 cycles
01 -1 cycle
10 - 2 cycles
11 - 3 cycles
B1ST[1:0]

B1RDYEN

Bank1 ARDY enable

0 - Ignore ARDY for accesses to
this memory bank

1 - After access time countdown,
use state of ARDY to determine

completion of access
B1RDYPOL

Bank1 ARDY polarity
0 - Transaction completes if
ARDY sampled low
1 - Transition completes if ARDY
sampled high

B1TT[1:0]
Bank1 memory transition time
(number of cycles inserted after a
read access to this bank, and
before a write access to this bank

Bank1 setup time (number of cycles after AMS1
asserted, before AWE or ARE asserted)

00 - 4 cycles
01 -1 cycle
10 - 2 cycles
11 - 3 cycles

15 14 13 12 11 10

9 8

7

6

or a read access to another bank)
00 - 4 cycles for bank transition
01 - 1 cycle for bank transition

10 - 2 cycles for bank transition
11 - 3 cycles for bank transition

4 3 2

1|1|1|1|1|1|1|1

-

BOWAT[3:0] I

ofofofo]r o]
I

BankO write access time (number of

cycles AWE is held asserted)

0000 - Not supported

0001 to 1111 - 1 to 15 cycles
BORAT[3:0]
BankO read access time (number of
cycles ARE is held asserted)

0000 - Not supported

0001 to 1111 - 1 to 15 cycles
BOHT[1:0]

BankO hold time (number of cycles between AWE or
ARE deasserted, and AMSO0 deasserted)

|
BORDYEN

Bank0 ARDY enable

0 - Ignore ARDY for accesses to

this memory bank

1 - After access time countdown,

use state of ARDY to determine

completion of access
BORDYPOL

Bank0 ARDY polarity

0 - Transaction completes if

ARDY sampled low

1 - Transition completes if ARDY

sampled high
00 - 0 cycles BOTT[1:0]
(1)(1) ; gyg:gs BankO memory transition time
11-3 cycles (number of cycles inserted after a
BOST[1:0] read access to this bank, and

BankO setup time (number of cycles after AMSO
asserted, before AWE or ARE asserted)

00 - 4 cycles

01 -1 cycle

10 - 2 cycles

11 - 3 cycles

before a write access to this bank
or a read access to another bank)
00 - 4 cycles for bank transition
01 - 1 cycle for bank transition
10 - 2 cycles for bank transition
11 - 3 cycles for bank transition

Figure 5-15. Asynchronous Memory Bank Control 0 Register
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Asynchronous Memory Bank Control 1 Register (EBIU_AMBCTL1)
31 30 20 28 27 26 25 24 23 22 21 20 19 18 17 16

Address = 0xFFC00A08 T4 T4 T4 [+ T [+ [+ [1 [+ 1 JoJoJoJo[1Jo ] Reset=o0xFFC2FFC2
| | 1 [ I1 I

B3WAT[3:0] — |
Bank3 write access time (number of
cycles AWE is held asserted)
0000 - Not supported
0001 to 1111 - 1 to 15 cycles
B3RAT[3:0]
Bank3 read access time (number of
cycles ARE is held asserted)
0000 - Not supported
0001 to 1111 - 1 to 15 cycles

B3HT[1:0]
Bank3 hold time (number of cycles between AWE or
ARE deasserted, and AMS3 deasserted)
00 - 0 cycles

01 -1 cycle
10 - 2 cycles
11 - 3 cycles

B3ST[1:0]

Bank3 setup time (number of cycles after AMS3
asserted, before AWE or ARE asserted)

00 - 4 cycles
01 -1 cycle
10 - 2 cycles
11 - 3 cycles

15 14 13 12 11 10 9 8

7 6

5 4

|
B3RDYEN

Bank3 ARDY enable

0 - Ignore ARDY for accesses to

this memory bank

1 - After access time countdown,

use state of ARDY to determine

completion of access
B3RDYPOL

Bank3 ARDY polarity

0 - Transaction completes if

ARDY sampled low

1 - Transition completes if ARDY

sampled high

B3TT[1:0]

Bank3 memory transition time
(number of cycles inserted after a
read access to this bank, and
before a write access to this bank
or a read access to another bank)
00 - 4 cycles for bank transition
01 - 1 cycle for bank transition
10 - 2 cycles for bank transition
11 - 3 cycles for bank transition

3 2 1 0

ENENENERENERENE
|

]t oo fofe o]
|

B2WAT[3:0] — |

Bank2 write access time (number of
cycles AWE is held asserted)

0000 - Not supported

0001 to 1111 - 1 to 15 cycles
B2RAT[3:0]
Bank2 read access time (number of
cycles ARE is held asserted)

0000 - Not supported

0001 to 1111 - 1 to 15 cycles
B2HT[1:0]

Bank2 hold time (number of cycles between AWE or
ARE deasserted, and AMS2 deasserted)

00 - 0 cycles

01 -1 cycle

10 - 2 cycles

11 - 3 cycles

B2ST[1:0]
Bank2 setup time (number of cycles after AMS2
asserted, before AWE or ARE asserted)

00 - 4 cycles
01 -1 cycle

10 - 2 cycles
11 - 3 cycles

B2RDYEN

Bank2 ARDY enable

0 - Ignore ARDY for accesses to

this memory bank

1 - After access time countdown,

use state of ARDY to determine

completion of access
B2RDYPOL

Bank2 ARDY polarity

0 - Transaction completes if
ARDY sampled low

1 - Transition completes if ARDY
sampled high
B2TT[1:0]

Bank2 memory transition time
(number of cycles inserted after a
read access to this bank, and
before a write access to this bank
or a read access to another bank)
00 - 4 cycles for bank transition
01 - 1 cycle for bank transition
10 - 2 cycles for bank transition
11 - 3 cycles for bank transition

Figure 5-16. Asynchronous Memory Bank Control 1 Register
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Avoiding Bus Contention

Because the three-stateable data bus is shared by multiple devices in a sys-
tem, be careful to avoid contention. Contention causes excessive power
dissipation and can lead to device failure. Contention occurs during the
time one device is getting off the bus and another is getting on. If the first
device is slow to three-state and the second device is quick to drive, the
devices contend.

There are two cases where contention can occur. The first case is a read
followed by a write to the same memory space. In this case, the data bus
drivers can potentially contend with those of the memory device addressed
by the read. The second case is back-to-back reads from two different
memory spaces. In this case, the two memory devices addressed by the two
reads could potentially contend at the transition between the two read
operations.

To avoid contention, program the turnaround time (bank transition time)
appropriately in the asynchronous memory bank control registers. This
feature allows software to set the number of clock cycles between these
types of accesses on a bank-by-bank basis. Minimally, the EBIU provides
one cycle for the transition to occur.
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ARDY Input Control

Each bank can be programmed to sample the ARDY input after the read or
write access timer has counted down or to ignore this input signal. If
enabled and disabled at the sample window, ARDY can be used to extend
the access time as required.

The ARDY input is treated as an asynchronous input, however it must reach
the desired value (either asserted or deasserted) more than one SCLK cycle
before the scheduled rising edge of AWE or ARE. This determines whether
the access is extended or not. Once the transaction has been extended as a
result of ARDY being sampled in the “busy” state, the transaction will then
complete in the cycle after ARDY is subsequently sampled in the “ready”
state.

The polarity of ARDY is programmable on a per-bank basis. Since ARDY is
not sampled until an access is in progress to a bank in which the ARDY
enable is asserted, ARDY does not need to be driven by default. For more
information, see “Adding Additional Wait States” on page 5-77.

When using flash memory, the WATT input should be connected to ARDY.

Memory Bank Select Control Register (EBIU_MBSCTL)

External FIFO devices often do not have a separate chip select pin. As a
result, for a read, the FIFO’s output enable (0F) pin must be connected
the OR (negative AND) of the AMS and the ARE. Similarly, the write case
requires an OR between ANMS and AWE. The Blackfin processor provides this
function in the EBIU so that an external OR gate is not required. The
appropriate AMS function can be selected for each memory bank region in
the EBIU_MBSCTL register.
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Memory Bank Select Control Register (EBIU_MBSCTL)

Address 0xFFCO 0AOC

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
N o I N G | ™= - °**°°° *°%°

1514 1312 11 10 9 8 7 6 5 4 3 2 1 0
|o|o|o|o|o|o|o|o o|o|o|o|o|o|o|o|
|

AMSB3CTL[1:0] | L AMSBOCTL[1:0]
00 - AMS_B[3] _ 00 - AMS_B[0]
01 - AMS_B[3] or'ed with ARE_B 01 - AMS_B[0] or'ed with ARE_B

10 - AMS_B[3] or'ed with AOE_B 10 - AMS_B
11 - AMS_B[3] or'ed with AWE_B 11-AMS B

0] ored with AOE_B
0] or'ed with AWE_B

AMSB2CTL[1:0] | amsBicTLM:0]
00 - AMS_B[2]
N 00 - AMS_B[1]
01 - AMS_BI[2] or'ed with ARE_B 01 - AMS_B[1] ored with ARE_B
10 - AMS_B[2] or'ed with AOE_B s .
11 - AMS_B[2] ored with AWE_B 10 - AMS_BI[1] ored with AOE_B
— - 11 - AMS_B[1] or'ed with AWE_B

Figure 5-17. Memory Bank Select Control Register

Flash Memory Bank Control Registers (EBIU_FCTL, EBIU_MODE)

The asynchronous memory controller (ASYNC) also has two flash mem-

ory bank control registers.

* “Flash Memory Bank Control (EBIU_FCTL) Register” on
page 5-67
e “Memory Mode Control (EBIU_MODE) Register” on page 5-66
They contain bits for mode selection, page access configuration, and syn-

chronous access configuration. These registers should not be programmed

while the ASYNC is in use.
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Booting From Page Mode or Synchronous Flash

The EBIU resets to asynchronous mode access. This allows slow asynchro-
nous access to any device during booting without configuration of the
EBIU control registers. Synchronous burst mode and asynchronous page
mode flash devices power up in asynchronous access mode and thus sup-
port an initial access of this type. Once configuration information is read

from the external device, the boot code may select a higher performance
operating mode.

Access Mode Selection

The EBIU may be configured for standard asynchronous mode access,
asynchronous flash mode, asynchronous page mode access, or synchro-
nous burst access. Asynchronous mode access should be used for most
devices other than flash. Burst mode and page mode should only be used
for read accesses. Flash mode (MODE = 01) must be used for all writes to
flash devices. The burst mode and page mode controls have no effect
unless the corresponding access mode is selected.

Pin functionality and supported device width change with mode, as

described in Table 5-19.

Table 5-19. EBIU Pin Configuration by Mode

Mode AOE ADDR[25] Device Width
Asynchronous AOE ADDR[25] 8 or 16 bit
Asynchronous flash ADV ADDR[25] 16 bit
Asynchronous page ADV ADDR[25] 16 bit
Synchronous burst ADV CLK 16 bit
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Memory Mode Control (EBIU_MODE) Register

Memory Mode Control Register (EBIU_MODE)
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
Address = 0xFFC00A14 |0 |o |o |o |o |0 |o |o |o |o |0 |o |o |o |o |o | Reset = 0x0000 0000

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
[fefofefofofofofofofofo]oo]o]o]

B3MODE[1:0]

Bank3 Access Mode

00 - Asynchronous Mode

01 - Asynchronous Flash Mode
10 - Asynchronous Page Mode
11 - Synchronous (Burst) Mode

B2MODE[1:0]
Bank2 Access Mode
00 - Asynchronous Mode
01 - Asynchronous Flash Mode
10 - Asynchronous Page Mode
11 - Synchronous (Burst) Mode

Figure 5-18. Memory Mode Control Register

Asynchronous Flash Mode

L BOMODE[1:0]

Bank0 Access Mode

00 - Asynchronous Mode

01 - Asynchronous Flash Mode
10 - Asynchronous Page Mode
11 - Synchronous (Burst) Mode
B1MODE[1:0]

Bank1 Access Mode

00 - Asynchronous Mode

01 - Asynchronous Flash Mode
10 - Asynchronous Page Mode
11 - Synchronous (Burst) Mode

When the access selected mode is asynchronous flash (MODE = 01),
external bank accesses operate exactly the same as in standard asynchro-
nous mode, except for the pin configuration. This mode should be used
when accessing burst devices in non-read array modes.
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Flash Memory Bank Control (EBIU_FCTL) Register

Flash Memory Bank Control Register (EBIU_FCTL)
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

s Interface Unit

Address = 0xFFC00A18 |o |0 |° |0 |0 |o |o |o |o |o |o |o |o |o |o |o

| Reset = 0x0000 0006

15 14 1312 11 10 9 8 7 6 5 4 3 2 1 0
lefefofofefofe el [ofofo]t]r]o]
[ I I

PGSZ
Page Size; set to match size of memory device
0 - 4 words
1 - 8 words

PGWS[2:0]
Page Wait States
000 to 100 - 0 to 4 cycles

Figure 5-19. Flash Memory Bank Control Register

Asynchronous Page Mode

TESTSETLOCK

0 - Normal Operation

1 - Only the core can
access Asynchronous
Memory through ASYNC

BCLK[1:0]

Burst Clock Frequency
00 - Reserved

01 - SCLK/2

10 - SCLK/3

11 - SCLK/4

When asynchronous page mode access is selected (MODE = 10), asyn-
chronous page reads are enabled. Page sizes of 4 or 8 words are supported.
When performing a page mode read, the first access in the page proceeds
according to the read access time configured in EBIU_AMBCTLx. This opens
the page. Subsequent reads in that page extend the strobe time by one
SCLK plus the number of page wait states. Page mode access is only sup-
ported for back-to-back accesses, such as cache line fills (16 words), 64-bit
instruction reads (4 words) and 32-bit DMA reads (2 words).

Synchronous Burst Mode

When synchronous mode access is selected (MODE =1

1), synchronous

reads are enabled. The burst clock frequency can be configured for SCLK/2,

SCLK/3 or SCLK/4.
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This is the frequency of the clock output and determines the frequency of
latching data for subsequent beats of a burst. It does not affect any of the
other timing parameters (which are still determined by EBIU_AMBCTLx).

During the setup time of an access, ADV is asserted and the burst clock
begins running. The flash device must be configured to latch the address
on the rising edge of the clock. ADV is asserted for the entire setup time.
The first rising edge of CLK occurs one SCLK cycle before setup ends.

@ The setup time must be configured appropriately with respect to
the SCLK to CLK (burst clock) ratio, as follows.

e if SCLK to CLK ratio is 4:1 then setup time = 3 SCLK cycles
e if SCLK to CLK ratio is 3:1 then setup time = 2 SCLK cycles

* A minimum of 2 SCLK cycles must be programmed regardless of
SCLK to CLK ratio.

Once the address is latched, the initial burst access occurs based on the
read access timing for that bank. The strobe time is then extended by a
burst clock duration for each subsequent beat of the burst. Any access in
the burst may be extended by connecting the flash WATT to ARDY. The flash
device must be configured to deassert ARDY at the same time that data is
valid. Depending on the flash behavior, it may be necessary to disable the
ARDY input before asynchronous read or write accesses.

The synchronous read may be burst or single mode, depending on the
type of transfer requested. Burst access is only supported for back-to-back
reads, such as cache line fills (16 words), 64-bit instruction reads (4
words), and 32-bit DMA reads (2 words). Burst access is not supported
for 8-bit accesses. To support any of these burst types, the flash device
must be configured for 16-word wrapping burst mode.
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When programming the ASYNC, before setting the ASYNC to synchro-
nous burst mode (MODE = 11), it is necessary to do SSYNC instruction and
then wait for (BxST + BxWAT + BxHT) SCLK cycles, where x is the bank
being accessed and the terms are the configuration values from
EBIU_AMBCTLO or EBIU_AMBCTLL. This is to prevent the potential conten-
tion of previous FLASH device operation and the upcoming mode change.

EBIU Arbitration Status Register (EBIU_ARBSTAT)

When the external flash device is put in non-read array mode for program-
ming, erasing, or checking status, accesses to memory locations in the
flash do not return the stored data. As a result, an arbitration locking
mechanism is provided to allow the core to prevent DMA access during
these operations.

Specifically, the EBIU may be configured to only allow DSP core accesses
to the asynchronous memory banks, by setting the TESTSETLOCK bit in
EBIU_FCTL. Once this bit is set, only the core can win arbitration for future
accesses. Depending on the speed of any outstanding accesses, it may take
many cycles before the arbitration lock takes effect. The EBIU_ARBSTAT
register contains a status bit to indicate when the arbiter is locked. Once
the arbiter is locked, any DMA access to the asynchronous memory banks
is stalled until the TESTSETLOCK bit is cleared.

It is recommended that software manage flash memory programming and
DMA activities to prevent stalling of the DMA with arbiter locked status.
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Arbiter Status Register (EBIU_ARBSTAT)

Address 0xFFCO0 0A10

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
|o |o |o |o |o |o |o |o |o |o |o |0 |0 |0 |0 |O | Reset = 0x0000 0000

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
0 o o O O M - |- |

I— ARBSTAT

0 - Arbiter not locked

1 - Arbiter locked

BGSTAT

0 - External bus not granted
1 - External bus granted

Figure 5-20. Arbiter Status Register

Programmable Timing Characteristics

This section describes the programmable timing characteristics for the
EBIU. Timing relationships depend on the programming of the ASYNC,
whether initiation is from the core or from DMA, and the sequence of
transactions (read followed by read, read followed by write, and others).

Asynchronous Accesses by Core Instructions

Some asynchronous memory accesses are caused by core instructions of

the type:
RO.L = W[PO++] ; /* Read from Asynchronous Memory, where PO

points to a lTocation in Asynchronous Memory */

or:
WLPO++] = RO.L ; /* Write to Asynchronous Memory */

Asynchronous Reads

Figure 5-21 shows two core-initiated asynchronous read bus cycles to the
same bank, with timing programmed with setup = 1 cycle, read access = 3
cycles, hold = 2 cycles, and transition time = 1 cycle.
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Transition Transitior
Setup  Read Access Hold Time Setup  Read Access Hold Time
1 cycle 3 cycles 2cycles 1cycle 1 cycle 3 cycles 2cycles 1 cycle
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Figure 5-21. Core-Initiated Asynchronous Read Bus Cycles
Asynchronous read bus cycles proceed as:

e At the start of the setup period, ANMSx, the address bus, and ABET-0
become valid, and AQF asserts.

* At the beginning of the read access period and after the setup cycle,
ARE asserts.

* At the beginning of the hold period, read data is sampled on the
falling edge of CLKOUT. The ARE pin deasserts after the falling edge.

* At the end of the hold period, AOF and AMSx deassert.
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Unless another read of the same memory bank is queued internally, the
ASYNC appends the programmed number of memory transition time
cycles.

Asynchronous Writes

Figure 5-22 shows two core-initiated asynchronous write bus cycles to the
same bank, with timing programmed with setup = 1 cycle, write access = 2
cycles, hold = 2 cycles, and transition time = 1 cycle.

Write Write
Setup  Access Hold Setup  Access Hold
1cycle 2cycles 2cycles 1cycle 2cycles 2 cycles

I I

AMS [x]

L

ABE[ 1:0]

L

ADDR[19:1]

AOCE

_ — 11 f— 1 —
AWE
(I I I

Figure 5-22. Core-Initiated Asynchronous Write Bus Cycles
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The first asynchronous write bus cycle proceeds as:

* At the start of the setup period, AMSx, the address bus, data buses,
and ABEI-0 become valid.

* At the beginning of the write access period, AWE asserts.
* At the beginning of the hold period, AWE deasserts.

* After the hold period, AMSx remains low for the next setup period
of the next access.

The second asynchronous write bus cycle proceeds as:

* At the start of the setup period, AMSx is still asserted. The address
and data buses and ABEI-0 become valid.

* At the beginning of the write access period, AWE asserts.
* At the beginning of the hold period, AWE deasserts.
* After the hold period, AMSx deasserts.

Figure 5-23 shows two higher-speed asynchronous write bus cycles to the
same bank, with timing programmed with setup = 1 cycle, write access = 2
cycles, hold = 0 cycles, and transition time = 1 cycle.

The first asynchronous write bus cycle proceeds as:

* At the start of the setup period, AMSx, the address bus, data buses,
and ABE1-0 become valid.

* At the beginning of the write access period, AWE asserts.
* At the beginning of the hold period, AWE deasserts.

* After the hold period, AMSx deasserts.
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Write Write
Setup  Access Setup  Access
1cycle 2 cycles 1cycle 2cycles
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|
___:__I___L__I:::;E::

ABE[ 1:0]

)

ADDR [19:1]
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DATA [15:0]

AOE

N

AWE
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Figure 5-23. High Speed Core-Initiated Asynchronous Write Bus Cycles
The second asynchronous write bus cycle proceeds as:

* At the start of the setup period, AMSx, the address bus, data buses,
and ABEI-0 become valid.

* At the beginning of the write access period, AWE asserts.
* At the beginning of the hold period, AWE deasserts.

e After the hold period, AMSx deasserts.
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Asynchronous Writes Followed by Reads

Figure 5-24 shows an asynchronous write bus cycle followed by two asyn-
chronous read cycles to the same bank, with timing programmed with
setup = 1 cycle, write access = 2 cycles, read access = 2 cycles, hold = 2
cycles, and transition time = 1 cycle.

Setup Write Access  Hold Setup Read Access  Hold Setup Read Access  Hold
1cycle 2cycles 2cycles 1cycle 2cycles 2 cycles 1cycle 2cycles 2 cycles

|
I I I

(I
i
I I

AMS[x]

L

|
L

ABE[1:0]

ADDR [19:1]

DATA [15:0] + + X = = } |( = = )

AOE

ARE

- | II
I

Figure 5-24. Core-Initiated Write and Read Bus Cycles
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The asynchronous write bus cycles proceed as:

At the start of the setup period, AMSx, the address bus, data buses,
and ABEI-0 become valid.

At the beginning of the write access period, AWE asserts.

At the beginning of the hold period, AWE deasserts and ANMSx
remains low for the setup period of the next access.

The first asynchronous read bus cycle proceeds as:

At the start of the setup period, AMSx is still asserted. The address
bus, and ABE[1:0] become valid, and AOE asserts.

At the beginning of the read access period, ARE asserts.

At the beginning of the hold period, read data is sampled on the
rising edge of the EBIU clock. The ARE pin deasserts after this ris-
ing edge.

At the end of the hold period, AOF and AMSx deassert.

The second asynchronous read bus cycle proceeds as:

At the start of the setup period, AMSx, the address bus, and ABET-0
become valid, and AQE asserts.

At the beginning of the read access period, ARE asserts again.

At the beginning of the hold period, read data is sampled on the
rising edge of the EBIU clock. The ARE pin deasserts after this ris-
ing edge.

At the end of the hold period, AOF and AMSx deassert.

Unless another read of the same memory bank is queued internally, the
ASYNC appends the programmed number of memory transition time

cycles.
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Adding Additional Wait States

The ARDY pin is used to insert extra wait states. An example of this behav-
ior is shown in Figure 5-25 on page 5-77, where setup = 2 cycles, read
access = 4 cycles, and hold = 1 cycle. Note the read access period must be
programmed to a minimum of two cycles to make use of the ARDY input.

| SETUP | PROGRAMMED READACCESS |  ACCESSEXTENDED _, HOLD
2 ’| 4 | 3 r 1 '|

| | DATA |

l READY SAMPLED LATCHED

RYAVAVaVaWaWaA
) i | i || o

| | I R

I X : BE . . X
ABE[1:0] | | | | | | |

X ADDRESS X

ADDR[19:1] I

o

DATA[15:0}

|
|
I
|
|
ARDY |

Figure 5-25. Inserting Wait States Using ARDY
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Asynchronous Flash Mode Writes and Reads

Figure 5-26 shows an asynchronous flash write bus cycle followed by a
read bus cycle to the same bank. Timing is programmed with setup = 1
cycle, write access = 2 cycles, read access = 2 cycles, hold =2 cycles, and
transition = 1 cycle. The bus cycles are identical to the asynchronous
mode case, except for the behavior of AOE. In this case, AOE is used to indi-
cate a valid address (ADV).

| SETUP | WRITE ACCESS | HOLD I TRANS. | SETUP | READ ACCESS | HOLD I

1 CYCLE 2 CYCLES 2 CYCLES 1 CYCLE[1 CYCLE 2 CYCLES 2 CYCLES
| | | | | | | |

ANMS[x} \

> | T T T~

|
|
ADDR[25:1] ><

DATA[15:0] D<

ADV \ /

— =

.

ARE

i

|
|
|
|
|
|
|
X
|
|
|
|
|
|

|
]
|
|
| |
AWE | \ /

Figure 5-26. Asynchronous Flash Write and Read Bus Cycle
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Asynchronous Page Mode Reads

Figure 5-27 shows an asynchronous page read bus cycle. Timing is pro-
grammed with setup = 1 cycle, read access = 3 cycles, hold =1 cycle, and
transition = 1 cycle. One wait state (as specified in the PGWS field of the
EBIU_FCTL register) is added to each access in the open page. AOE is used to
indicate a valid address (ADV).

| SETUP | READ ACCESS ! PAGE I PAGE HOLD ' TRANSI
1 CYCLE 3 CYCLES 2 CYCLES 2CYCLES |1CYCLE 1 CYCLT
I I DATA DATA I DATA | I
LATCHED LATCHED ATCHED
CLKOUT | |
I I I I
| | | | | | |
AMS[X} I | I I | I/
N | | l |
| | | | l l |
ADDRI[25:1] D< | D< D< | | D<
| | | | |
DATA[15:0] I | I IX X X | I)I
| | |
[
I

Figure 5-27. Asynchronous Page Mode Read Bus Cycle

Note: Asynchronous Page Mode is only valid for read operations.
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Synchronous Burst Mode Read

Figure 5-28 shows a synchronous burst read bus cycle. Timing is pro-
grammed with setup = 3 cycles, read access = 2 cycles, hold = 1 cycle, and
transition = 1 cycle. The burst clock frequency is SCLK/2. The initial burst
access is extended using ARDY and the subsequent beats of the burst are
latched on every rising CLK edge. AOE is used to indicate a valid address
(ADV) and ADDR25 (pin ADDR25) is used as the burst clock (CLK).

SETUP | READ ACCESS ACCESS EXTENDED | HOLD | TRANS.
| 3 CYCLES 2 CYCLES 7 CYCLES 1CYCLE 1 cycLE
| | | DATA DATA DATA |

¢ LATCHED ATCHED LATCHED

| |
I S e VY o VY e W e W W

\

Figure 5-28. Synchronous Burst Mode Read Bus Cycle

|
|
|
|
|
|
|
1
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I
|
|
|
|
|
|
|
|
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Note: Synchronous mode is only valid for read operations, but does sup-
port both burst and non-burst operations.

Bus Request and Grant

The processor can relinquish control of the data and address buses to an
external device. The processor three-states its memory interface to allow
an external controller to access either external asynchronous or synchro-
nous memory parts.

When the external device requires access to the bus, it asserts the bus
request (BR) signal. The BR signal is arbitrated with NFC, ATAPI, and
ASYNC requests. If no internal request is pending, the external bus
request is granted. The processor initiates a bus grant by:

* Three-stating the data and address buses and the asynchronous
memory control signals. The synchronous memory control signals
can optionally be three-stated.

* Asserting the bus grant (BG) signal.

The processor may halt program execution if the bus is granted to an
external device and an instruction fetch or data read/write request is made
to external memory. When the external device releases BR, the processor
deasserts BG and continues execution from the point at which it stopped.

The processor asserts the BGH pin when it is ready to start another external
port access, but is held off because the bus was previously granted. When
the bus is granted, the BGSTAT bit in the EBIU_ARBSTAT register is set. This
bit can be used by the processor to check the bus status to avoid initiating
a transaction that would be delayed by the external bus grant.

ADSP-BF54x Blackfin Processor Hardware Reference 5-81



Asynchronous Memory Interface

5-82 ADSP-BF54x Blackfin Processor Hardware Reference



6 SYSTEM INTERRUPTS

This chapter discusses the system interrupt controller (SIC), which is spe-
cific to the ADSP-BF54x processor processor derivatives. While this
chapter does refer to features of the core event controller (CEC), it does
not cover all aspects of it. Refer to Blackfin Processor Programming Refer-
ence for more information on the CEC.

The chapter includes the following sections:
e “Overview” on page 6-1
* “Interfaces” on page 6-2
*  “Description of Operation” on page 6-6
* “Programming Model” on page 6-22
e “System Interrupt Controller Registers” on page 6-24

* “Programming Examples” on page 6-40

Overview

This chapter describes the system peripheral interrupts, including setup
and clearing of interrupt requests.
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Features

The Blackfin processor architecture provides a two-level interrupt process-
ing scheme:

* The core event controller (CEC) runs in the CCLK clock domain. It
interacts closely with the program sequencer and manages the event
vector table (EVT). The CEC processes not only core-related inter-
rupts such as exceptions, core errors, and emulation events, it also
supports software interrupts.

e The system interrupt controller (SIC) runs in the SCLK clock
domain. It masks, groups, and prioritizes interrupt requests sig-
nalled by on-chip or off-chip peripherals and forwards them to the
CEC.

Interfaces

Figure 6-1, Figure 6-2, and Figure 6-3 provide an overview of how the
individual peripheral interrupt request lines connect to the SIC. They also
show how the 12 interrupt assignment registers (SIC_IARx) control the
assignment to the 9 available peripheral request inputs of the CEC.

The memory-mapped ILAT, IMASK, and IPEND registers are part of
the CEC controller.
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Figure 6-1. Interrupt Routing Overview Part 1 of 3
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Figure 6-2. Interrupt Routing Overview Part 2 of 3
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Figure 6-3. Interrupt Routing Overview Part 3 of 3
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Description of Operation

The following sections describe the operation of the system interrupts.

Events and Sequencing

The processor employs a two-level event control mechanism. The proces-
sor SIC works with the CEC to prioritize and control all system
interrupts. The SIC provides mapping between the many peripheral inter-
rupt sources and the prioritized general-purpose interrupt inputs of the
core. This mapping is programmable, and individual interrupt sources can

be masked in the SIC.
The CEC of the processor manages five types of activities or events:
*  Emulation
* Reset
* Nonmaskable interrupts (NMI)
* Exceptions
* Interrupts

Note the word event describes all five types of activities. The CEC man-
ages fifteen different events in all: emulation, reset, NMI, exception, and
eleven interrupts.

An interrupt is an event that changes the normal processor instruction
flow and is asynchronous to program flow. In contrast, an exception is a
software-initiated event whose effects are synchronous to program flow.

The event system is nested and prioritized. Consequently, several service
routines may be active at any time, and a low priority event may be pre-
empted by one of higher priority.
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The CEC supports nine general-purpose interrupts (I1VG7 — IVG15) in
addition to the dedicated interrupt and exception events that are described

in Table 6-1.

Table 6-1. System and Core Event Mapping

Peripheral Interrupt Source Event Source Core Event Name
Core events Emulation (highest priority) EMU

Reset RST

NMI NMI

Exception EVX

Reserved -

Hardware error IVHW

Core timer IVITMR
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Table 6-1. System and Core Event Mapping (Cont'd)

Peripheral Interrupt Source

Event Source

Core Event Name

System Interrupts

PLL Wakeup Interrupt
DMACO Status (generic)
DMACI Status (generic)
EPPIO Error Interrupt
EPPI1 Error Interrupt
EPPI2 Error Interrupt
SPORTO Error Interrupt
SPORT1 Error Interrupt
SPORT?2 Error Interrupt
SPORT?3 Error Interrupt
MXVR Synchronous Data Interrupt
SPIO Status Interrupt
SPI1 Status Interrupt
SPI2 Status Interrupt
UARTO Status Interrupt
UART1 Status Interrupt
UART?2 Status Interrupt
UART3 Status Interrupt
HOSTDP Status Interrupt
PIXC Status Interrupt
NEFC Status Interrupt
ATAPI Status Interrupt
CANO Status Interrupt
CANI1 Status Interrupt
DMARO Block Done
DMARI Block Done
DMARO Overflow
DMARI Overflow

IVG7

Real-Time Clock Interrupt
DMAI12 Interrupt (EPPIO)
DMA15 Interrupt (PIXC INO)
DMA16 Interrupt (PIXC IN1)
DMA17 Interrupt (PIXC OUT)
DMA22 Interrupt (SDH/NFC)
Rotary Counter Interrupt
Keypad Interrupt

IVG8
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Table 6-1. System and Core Event Mapping (Cont'd)

System Interrupts

Peripheral Interrupt Source

Event Source

Core Event Name

System Interrupts, continued

DMAQO Interrupt (SPORTO RX)
DMAL Interrupt (SPORTO TX)
DMA2 Interrupt (SPORT1 RX)
DMA3 Interrupt (SPORT1 TX)
DMAI18 Interrupt (SPORT2 RX)
DMAI19 Interrupt (SPORT2 TX)
DMA20 Interrupt (SPORT3 RX)
DMAZ21 Interrupt (SPORT3 TX)
DMAI13 Interrupt (EPPII)

DMAT14 Interrupt (EPPI2,HOSTDP)

IVGY

DMA4 Interrupt (SPI0)
DMAG Interrupt (UART0 RX)
DMAY7 Interrupt (UART0 TX)
DMAS Interrupt (SPI1)
DMAZ23 Interrupt (SPI2)
DMAS Interrupt (UART1 RX)
DMADO9 Interrupt (UART1 TX)
DMAI10 Interrupt (ATAPI RX)
DMAI1 Interrupt (ATAPI TX)

IVG10

Timer 8 Interrupt

Timer 9 Interrupt

Timer 10 Interrupt

TWIO Interrupt

TWII Interrupt

CANO RX Interrupt

CANO TX Interrupt

CANI1 RX Interrupt

CAN1 TX Interrupt

SDH Interrupt 0

SDH Interrupt 1

USB Interrupt 0 (USB_INTO)
USB Interrupt 1 (USB_INTT1)
USB Interrupt 2 (USB_INT?2)

USB DMA Interrupt (USB_DMAINT)

OTPSEC Interrupt

IVG11

ADSP-BF54x Blackfin Processor Hardware Reference

6-9



Description of Operation

Table 6-1. System and Core Event Mapping (Cont'd)

Peripheral Interrupt Source

Event Source

Core Event Name

System Interrupts, continued

MXVR Asynchronous Packet Interrupt
MXVR Control Message Interrupt
MXVR Status Interrupt

Timer 0 Interrupt

Timer 1 Interrupt

Timer 2 Interrupt

Timer 3 Interrupt

Timer 4 Interrupt

Timer 5 Interrupt

Timer 6 Interrupt

Timer 7 Interrupt

Pin Interrupt 0 (PINTO) IVG12
Pin Interrupt 1 (PINT1)
Pin Interrupt 2 (PINT2)
Pin Interrupt 3 (PINT3)
MDMA Stream 0 IVG13

MDMA Stream 1
MDMA Stream 2
MDMA Stream 3
Software Watchdog Timer Interrupt

It is common for applications to reserve the lowest or the two lowest pri-
ority interrupts (IVG14 and 1VG15) for software interrupts, leaving eight or
seven prioritized interrupt inputs (IVG7 — 1VG13) for peripheral purposes.

Refer to Table 6-1.

The system interrupt to core event mappings shown in Table 6-1
are the default values at reset and can be changed by software.

System Peripheral Interrupts

To service the rich set of peripherals, the SIC has 96 interrupt request
inputs and 9 interrupt request outputs which go to the CEC. The primary
function of the SIC is to mask, group, and prioritize interrupt requests
and to forward them to the nine general-purpose interrupt inputs of the
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System Interrupts

CEC (1v67-1VG15). Additionally, the SIC controller can enable individual
peripheral interrupts to wake up the processor from idle or power-down
state.

The nine general-purpose interrupt inputs (IVG7—IVG15) of the core event
controller have fixed priority. The 1VG0 channel has the highest priority
and 1VG15 has the lowest priority. Therefore, the interrupt assignment in
the SIC_IARx registers not only groups peripheral interrupts, but it also
programs their priority by assigning them to individual IVG channels.
However, the relative priority of peripheral interrupts can be set by map-
ping the peripheral interrupt to the appropriate general-purpose interrupt
level in the core. The mapping is controlled by the system interrupt
assignment register (SIC_IARx) settings, as detailed in Figure 6-7 on

page 6-26 through Figure 6-18 on page 6-31. If more than one interrupt
source is mapped to the same interrupt, they are logically OR’ed, with no
hardware prioritization. Software can prioritize the interrupt processing as
required for a particular system application.

For general-purpose interrupts with multiple peripheral interrupts
assigned to them, take special care to ensure that software correctly
processes all pending interrupts sharing that input. Software is
responsible for prioritizing the shared interrupts.

The core timer has a dedicated input to the CEC controller. Its interrupts
are not routed through the SIC controller and always have higher priority
than requests from all other peripherals.

The system interrupt mask register (SIC_IMASKx, shown in Figure 6-19 on
page 6-32 through Figure 6-21 on page 6-34) allows software to mask any
peripheral interrupt source at the SIC level. This functionality is indepen-
dent of whether the particular interrupt is enabled at the peripheral itself.
At reset, the contents of SIC_IMASKx are all Os to mask off all peripheral
interrupts. Turning off a system interrupt mask and enabling the particu-
lar interrupt is performed by writing a 1 to a bit location in the
SIC_IMASKx register.
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Description of Operation

The SIC includes a read-only system interrupt status register (SIC_ISRx)
with individual bits which correspond to one of the peripheral interrupt
sources. See Figure 6-24 on page 6-37. When the SIC detects the inter-
rupt, the bit is asserted. When the SIC detects that the peripheral
interrupt input is deasserted, the respective bit in the system interrupt sta-
tus register is cleared. Note for some peripherals, such as programmable
flag asynchronous input interrupts, many cycles of latency may pass from
the time an interrupt service routine initiates the clearing of the interrupt
(usually by writing a system MMR) to the time the SIC senses that the
interrupt is deasserted.

Depending on how interrupt sources map to the general-purpose interrupt
inputs of the core, the interrupt service routine may have to interrogate
multiple interrupt status bits to determine the source of the interrupt.
One of the first instructions executed in an interrupt service routine
should read the SIC_ISRx register to determine whether more than one of
the peripherals sharing the input has asserted its interrupt output. The ser-
vice routine should fully process all pending, shared interrupts before
executing the RTI, which enables further interrupt generation on that
interrupt input.

@ When an interrupt’s service routine is finished, the RTI instruction

clears the appropriate bit in the IPEND register. However, the rele-
vant SIC_ISRx bit is not cleared unless the service routine clears the
mechanism that generated the interrupt.

Many systems need relatively few interrupt-enabled peripherals, allowing
each peripheral to map to a unique core priority level. In these designs,
SIC_ISRx seldom, if ever, needs to be interrogated.

The SI1C_ISRx register is not affected by the state of the system interrupt
mask register (SIC_IMASKx) and can be read at any time. Writes to the
SIC_ISRx register have no effect on its contents.
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Peripheral DMA channels are mapped in a fixed manner to the peripheral
interrupt IDs. However, the assignment between peripherals and DMA
channels is freely programmable with the DMAx_PERIPHERAL_MAP registers.
Table 6-2 on page 6-16, Figure 6-4 on page 6-14, and Figure 6-5 on
page 6-15 show the default DMA assignment. For more information on
DMA, see Chapter 7, “Direct Memory Access”. Once a peripheral is
assigned to a DMA channel it uses the new DMA channel’s interrupt ID
regardless of whether DMA is enabled or not. Therefore, clean
DMAx_PERIPHERAL_MAP management is required even if the DMA is not
used. The default setup should be the best choice for all non-DMA

applications.

For dynamic power management, any of the peripherals can be configured
to wake up the core from its idled state or from sleep mode to optionally
process the interrupt, simply by enabling the appropriate bit in the system
interrupt wakeup-enable register (SIC_IWRx, refer to Figure 6-25 on

page 6-38). If a peripheral interrupt source is enabled in the SIC_IWRx reg-
ister and the core is idled or in sleep mode, the interrupt causes the
DPMC to initiate the core wakeup sequence in order to optionally process
the interrupt. Note this mode of operation may add latency to interrupt
processing, depending on the power control state. For further discussion
of power modes and the idled state of the core, see Chapter 18, “Dynamic
Power Management”.

The SIC_IWRx register has no effect unless the core is idled or in sleep
mode. By default, all interrupts generate a wakeup request to the core.
However, for some applications it may be desirable to disable this func-
tion for some peripherals, such as for a SPORTx transmit interrupt. The
SIC_IWRx register can be read from or written to at any time. To prevent
spurious or lost interrupt activity, this register should be written to only
when all peripheral interrupts are disabled.
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@ The wakeup function is independent of the interrupt mask func-

tion. If an interrupt source is enabled in the SIC_IWRx register but
masked-off in the SIC_IMASKx register, the core wakes up if it is
idled or in sleep mode, but it does not generate an interrupt.

DMAO_PERIPHERAL_MAP | —* I »  DMAO IRQ
DMA1_PERIPHERAL_MAP | —— I >  DMA1 IRQ
DMA2_PERIPHERAL_MAP | . 2 I »  DMA2 IRQ
DMAS3_PERIPHERAL_MAP | 4 I > DMA3 IRQ
DMA4_PERIPHERAL_MAP | L I »  DMA4 IRQ
DMA5_PERIPHERAL_MAP | Lo I »  DMAS5 IRQ
DMA6_PERIPHERAL_MAP | L 2 I »  DMAG6 IRQ
DMA7_PERIPHERAL_MAP | L 4 I >  DMA7 IRQ
DMAS8_PERIPHERAL_MAP | L I » DMAS IRQ
DMA9_PERIPHERAL_MAP | O I »  DMAS9 IRQ
DMA10_PERIPHERAL_MAP | L 4 I >  DMA10 IRQ
DMA11_PERIPHERAL_MAP | .—'—V DMA11 IRQ
EEEEEEEEEEEE
EEEEZZEEEEZZ
5556885535 °5°°

Figure 6-4. Default Peripheral-to-DMA Mapping (DMACO0 Controller)
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DMA12_PERIPHERAL_MAP | I DMA12 IRQ
DMA13_PERIPHERAL_MAP | I DMA13 IRQ
DMA14_PERIPHERAL_MAP | I DMA14 IRQ
DMA15_PERIPHERAL_MAP | I DMA15 IRQ
DMA16_PERIPHERA